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1. Introduc+on

This deliverable is part of a series of five that each zoom in on one of the par8cular dynamics 
that impact on pla;ormiza8on and Europeanity. In our case, we focus on a theme that was 
originally (and formally) labelled ‘destruc8ve technologies and war’. In order to capture the 
mul8plicity of intersec8ons between pla;orms (and other communica8on technologies), the 
societal harm they can do and the scale of their impact—ranging from individual, over 
Europe to global—we prefer to use a broad approach to conflict. This broad approach—
grounded in conflict theory—consists of the acknowledgement that violent or armed conflict 
is only one type of conflict, and that conflict also has a crucial presence in democra8c 
socie8es, where conflict’s (poten8ally) violent nature is transformed into non-violent 
versions of conflict. Moreover, we also want to pay aKen8on to the complexi8es of violent 
conflict, and its hybrid fron8ers with these democra8c contexts, which will result in a basic 
typology of three main types of conflict: Armed conflict, grey zone conflict and democra8c 
conflict. This basic typology is then enriched with a reflec8on on pla;orms and 
communica8on technologies, again avoiding a too narrow approach that would limit the 
analy8cal strength of this typology, and instead focussing on how communica8on 
technologies (including pla;orms), with their discursive-material dimensions, can strengthen 
and weaken the different types of conflict. 
 
While the first part of this deliverable provides a theore8cal reflec8on on conflict and 
communica8on pla;orms, its second part returns to the earlier work of the EUMEPLAT 
consor8um. Even though the earlier EUMEPLAT research was not explicitly focussed on 
conflict and communica8on pla;orms, revisi8ng the research done in the first four 
EUMEPLAT work packages allows us to further enrich the theore8cal reflec8ons on the role 
of communica8on technologies in conflict, while at the same 8me crea8ng the benefit of not 
having to return to the conceptual discussions on pla;orms and Europeanity (see, for 
instance, Carpen8er, et al., 2022; Carpen8er, et al., 2023). Together, these first two parts 
provide theore8cal support for the empirical part of this deliverable, which is a future 
studies component.  
 
It is important to stress that the future studies component of this deliverable is not a 
forecas8ng exercise, but the analysis of a series of future scenarios—in rela8on to conflict 
and communica8ve pla;orms—as they were developed by 29 Delphi+ workshop 
par8cipants and by the EUMEPLAT consor8um partners. More than trying to predict the 
unpredictable, this empirical sec8on provides an analysis of the (discursive) construc8ons of 
the future through a diversity of voices. Mapped on an axis of posi8vity/nega8vity, this 
qualita8ve future scenario analysis establishes six main future scenarios, four of which 
express a deep concern about this future, while two of them are more hopeful in their 
formula8on. Together, these six scenarios provide a perspec8ve on the anxie8es and hopes 
of the (more crea8ve representa8ves of the) European socie8es, allowing for a beKer 
understanding of the complexi8es of the rela8onships between conflict and communica8on 
pla;orms. 
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2. A theore+cal reflec+on about conflict 
 
2.1. What is conflict?1 
 
Conflict itself, as a concept, has a wide variety of meanings, as Pondy (1967: 298) remarked 
some decades ago: “The term ‘conflict’ has been used at one 8me or another in the 
literature to describe: (1) antecedent condi8ons […], (2) affec8ve states […], (3) cogni8ve 
states of individuals […], and conflictual behaviour, ranging from passive resistance to overt 
aggression.” Important here are the differences in the defini8ons of conflict as violent 
prac8ces, as antagonis8c posi8ons, and as societal contradic8ons (Wallensteen, 1991: 130).  
 
If conflict is defined as violent behaviour, it is easy to think its cessa8on, and the conflict’s 
resolu8on is its transforma8on from a violent to a nonviolent state. When conflict is seen as 
antagonis8c posi8ons between actors, as defined by Wallensteen (1991: 130), as “[…] 
subjec8vely experienced or objec8vely observable incompa8bili8es,” then these 
antagonisms are not necessarily resolved when violent behaviour disappears. For 
Wallensteen (1991: 131), resolu8on is then the “[…] transcending [of] a basic incompa8bility 
between the par8es in conflict in such a manner that they (voluntarily) express their 
sa8sfac8on with the outcome […].”  
 
Finally, if conflict is seen as societal contradic8ons, conflict is not resolved “[…] un8l more 
fundamental societal changes are made,” and before that occurs, conflicts “[…] may shig 
between more latent or manifest phases […]” (Wallensteen, 1991: 130). This idea can be 
further radicalized by the argument that societal contradic8ons do not disappear, and that a 
fully harmonious society is illusionary. Mouffe (2005: 4), for instance, speaks about “[…] the 
ineradicability of the conflictual dimension in social life […].” Mouffe’s reflec8ons about 
conflict are very much embedded in a democra8c theory of diversity, where “[…] the 
specificity of liberal democracy as a new poli8cal form of society consists in the legi8ma8on 
of conflict and the refusal to eliminate it through the imposi8on of an authoritarian order” 
(Mouffe, 1996: 8). What maKers in this broad approach to conflict is the acknowledgement 
of the con8nuous presence of conflict, combined with the need to avoid violent 
manifesta8ons of conflict by containing conflict within a democra8c order. 
 
It is important to stress that a theory on the ineradicability of conflict also does not imply 
the acceptance of oppression or violence. For instance, Mouffe’s (2005; 2013a) work on 
agonis8c democracy is aimed at democra8cally transforming antagonism and violence in 
order to limit their damaging impact. In 1993, Mouffe (153) captured this idea as follows:  
 

“Instead of shying away from the component of violence and hos8lity inherent in 
social rela8ons, the task is to think how to create the condi8ons under which those 
aggressive forces can be defused and diverted and a pluralist democra8c order made 
possible.”  

 

 
1 This sec(on uses text from Carpen(er (2017). 
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Nevertheless, Mouffe warned against the idea that violence can be eradicated: She argued 
that “[…] we have to realise that the social order will always be threatened by violence” 
(Mouffe, 2000: 131). Again, she used theories of consensus as cons8tu8ve outside, to 
strengthen her own argument of the permanent threat of violence and antagonism: 
 

“Violence and hos8lity are seen as an archaic phenomenon, to be eliminated thanks 
to the progress of exchange and the establishment, through a social contract, of a 
transparent communica8on among ra8onal par8cipants” (Mouffe, 2005: 3). 

 
Par8cularly important in this line of 
argument is the concept of symbolic 
violence, which is deployed in democra8c 
semngs. For instance, Bourdieu (1998) used 
this no8on of symbolic violence to capture 
this idea (from a gender studies perspec8ve, 
in Masculine Domina.on). He referred to 
symbolic violence as “[…] a gentle violence, 
impercep8ble and invisible even to its 
vic8ms, exerted for the most part through 
the purely symbolic channels of 
communica8on and cogni8on (more 
precisely, misrecogni8on), recogni8on, or 
even feeling” (Bourdieu, 1998: 1–2). This 

“logic of domina8on” uses a “[…] symbolic principle known and recognized both by the 
dominant and by the dominated […]” (Bourdieu, 1998: 2). In a co-authored book, Bourdieu 
and Wacquant (1992: 168) defined symbolic violence as “[…] an act of recogni8on and 
misrecogni8on, which is situated beyond the control of the conscious mind and the will, in 
the misty regions of the schemata of the habitus.”  
 
Mouffe’s (and Bourdieu’s) argumenta8on(s) aligns well with Spivak’s (1985) use of the no8on 
of othering to analyse Bri8sh colonial domina8on in its ethnicized, gendered, and class-
based logics. Spivak (1985: 76) labelled “[…] the remotely orchestrated, far-flung, and 
heterogeneous project to cons8tute the colonial subject as Other,” which consists of the 
“[…] asymmetrical oblitera8on of the trace of that Other in its precarious Subjec8vity” as the 
“[…] clearest available example of […] epistemic violence […].” Here, it is equally important 
to keep in mind that “In Spivak’s explana8on, othering is a dialec8cal process becoming the 
colonizing Other is established at the same 8me as its colonized others are produced as 
subjects” (Ashcrog, et al., 2000: 141—emphasis in original). Moreover, as Spivak’s analysis 
focusses on the colonial semng, her work also brings out the importance of the dis8nc8on 
between internal and external conflicts—and its complexi8es—as conflict can arise within a 
society or community (or any other symbolic unit, see Anderson, 2006), or with another 
society or community. The no8on of class struggle is an example of a (class) conflict within a 
society, as illustrated by Marx’s (2006: 68—emphasis removed) famous sentence: “The ideas 
of the ruling class are in every epoch the ruling ideas, i.e. the class which is the ruling 
material force of society, is at the same 8me its ruling intellectual force.” At the same 8me, 
the Interna8onale aimed to push class struggle beyond the boundaries of the na8on-state, 
and unify all members of ‘the’ working class. A similar argument about the complexity of this 

Conflict
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internal/external conflict dimension can be made about the colonial condi8on, where the 
colonial project consisted of moving beyond the na8on-state by absorbing other territories 
into the internal of the coloniser, at least par8ally, while the decolonial project defined the 
conflict (and the coloniser) as external to the colonised community, and aimed to establish a 
new internal, namely to decolonised state, by expulsing the external coloniser. 
 
2.2. The complexi+es of armed conflict 
 
The dynamics of conflict, in the broader meaning of the concept, are not the only 
complexi8es. Also when we zoom in on armed conflict, we find ample complexi8es. One set 
of arguments points to the changing nature of armed conflict over 8me, for instance, with 
the decrease in the inter-state conflicts, coupled with an increase in intra-state wars and civil 
wars (Coralluzzo, 2015: 14). Here, the concept of the genera8on is used to theorize these 
differences. Even though this concept is used in a variety of ways, with different 
categoriza8ons (see, for instance, FitzGerald’s (1994) rather dis8nct six genera8ons), ogen 
the following five genera8ons of warfare are dis8nguished: 
 

“First Genera+on war was fought with line and column tac8cs. It lasted from the 
Peace of Westphalia un8l around the 8me of the American Civil War” (Lind and 
Thiele, 2015: 94). 
“Second Genera+on war, also some8mes called firepower/aKri8on warfare, relied 
on centrally controlled indirect ar8llery fire, carefully synchronized with infantry, 
cavalry and avia8on, to destroy the enemy by killing his soldiers and blowing up his 
equipment” (Lind and Thiele, 2015: 95). 
“Third Genera+on war, also called maneuver warfare, was developed by the German 
Army during World War I. (...) Third Genera8on war relied less on firepower than on 
speed and tempo” (Lind and Thiele, 2015: 95). 
In Fourth Genera+on wars, there is a “greater dispersion on the baKlefield,” which 
“is likely to include the whole of the enemy's society” and “decreasing dependence 
on centralized logis8cs.” There is “more emphasis on maneuver,” while there is the 
“goal of collapsing the enemy internally rather than physically destroying him. 
Targets will include such things as the popula8on's support for the war and the 
enemy's culture” (Lind, et al., 1989: 23). 
Finally, FiBh Genera+on war focusses on “informa8on and percep8on,” where 
“Moral and cultural warfare is fought through manipula8ng percep8ons and altering 
the context by which the world is perceived” (Deichman, 2009: 6). 

 
The genera8on concept is not the only one to capture the complexi8es of contemporary 
armed conflict, also because 5GW (and 4GW) theories have been severely cri8qued. For 
instance, BarneK (2010: 2) refers to the “overly-simplis8c reconcilia8on of the history of 
warfare” and that “there appears to be a great deal of focus on its seeming uniqueness.” He 
con8nues:  
 

“4GW falls into the conven8onal future-centric (sans historical context) logic that it 
(falsely) claims to be an8the8cal to. 5GW then focuses on total-resource exploita8on, 
with an emphasis on digital tools, which is not all that dissimilar to the netcentric 
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cyber-warfare concept already developed that 4GW/5GW advocates have been 
incredibly cri8cal of” (BarneK, 2010: 2-3). 

 
5WG’s claim towards novelty of informa8on warfare is considered problema8c, as it tends to 
downplay the long history of propaganda, and its u8liza8on of communica8on technologies. 
“Informa8on and percep8on” (Deichman, 2009: 6) have always been a key part of warfare, 
and 5WG theories unnecessarily privilege this component. Moreover, its emphasis on 
ignorance—to use AbboK’s (2009: 5) words: “violence is so dispersed that the losing side 
may never realize that it has been conquered. The secrecy of 5GW makes it the hardest 
genera8on of war to study”—seems to feed paranoia more than it can offer a viable 
framework for analysis. 
 
Other concepts are, for instance, hybrid warfare (Murray and Mansoor, 2012; Fridman, et al. 
2019; Najžer, 2020), and grey zone conflict (Mazarr, 2015). Hybrid warfare refers to conflicts 
where “conven8onal as well as irregular – or hybrid – forces (are) working in tandem” 
(Mansoor, 2012: 2), while grey zone conflict refers to actors who “maneuver in the 
ambiguous no-man’s-land between peace and war, reflec8ng the sort of aggressive, 
persistent, determined campaigns characteris8c of warfare but without the overt use of 
military force” (Mazarr, 2015: 2). As Krishnan (2022: 27) writes, in a comparison (of 5GW, 
hybrid warfare and grey zone conflict):  
 

“All three theories of contemporary conflict share the same intellectual roots and 
they have some commonali8es, such as the idea that in future conflicts the role of 
the military and the use of force would be small and that the role of civilians and 
civilian instruments would be much more pronounced. They also assume that 
conflict will take place in mul8ple domains simultaneously and that the baKlefield 
can be literally anywhere.” 

 
Even though the 5GW concept has its relevance—especially in combina8on with hybrid 
warfare and grey zone conflict—as they all capture the increased militariza8on and 

weaponiza8on of the civilian world, 
including the civilian communica8onal 
spaces (Singer and Brooking, 2018). Virilio 
and Lotringer (1997: 47-51), with their 
theory of pure war as a new regime of 
excep8on fostered by the combina8on 
between the major powers in the age of 
speed—the technological, the military, and 
the cinema8c/communica8on—make a 
similar argument. 
 
All these different concepts also allow to 
acknowledge that civilian (communica8on) 
infrastructure can become targeted and that 
propor8onate responses are far from 

straigh;orward, as illustrated by the 2007 cyberaKacks on Estonia (Denisenko, 2022: 173). 
This is why we prefer to use hybrid warfare and grey zone conflict in this text, to theorize the 
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complexi8es of contemporary armed conflict (and how communica8on pla;orms are 
integrated in these conflicts).  
 
2.3. Conflict and communica+on plaEorms 
 
Conflict intersects with a mul8tude of societal fields, as it is an all-pervasive mechanism 
resul8ng from the diversity of the social. Arguably, this diversity of the social also prevents 
one field to dominate (or determine) other fields, which implies that conflict has no 
privileged ‘home’ from which it operates. Instead, conflict intersects with a wide variety of 
fields, each with their own semi-autonomies, their own logics and mechanisms, and with 
their own par8cular ar8cula8ons of discourses and materiali8es. 
 
In this sec8on, we will focus on the field of communica8on pla;orms, characterized by its 
combina8on of technologies and ins8tu8ons, whose ar8cula8on allows for the circula8on of 
meaning in society. Even though we argue that this field is important, we want to shy away 
from media-determinis8c (see, e.g. McLuhan and Fiore, 1968) approaches that privilege this 
field, at the expense of other (equally vital) fields, such as, for instance, the poli8cal or the 
economic field. Instead, our focus on the field of communica8on pla;orms needs to be 
understood as grounded in the acknowledgement that all these fields of the social are 
par8cular while s8ll interrelated. 
 
Nevertheless, communica8on pla;orms play a significant role in the different types of 
conflict that we have iden8fied in the previous sec8on of this text, as they allow for 
meanings about these conflicts to circulate, but are some8mes also (discursive and/or 
material) targets of conflicts. The different nature of armed, grey zone and democra8c 
conflict also implies that the roles of communica8on pla;orms need to be differen8ated, 
which is why the next three subsec8ons will detail these roles for each type of conflict. The 
last subsec8on will then produce an overview of these different roles, also keeping in mind 
that communica8on pla;orms can be used to enhance conflict, but also to reduce it. Behind 
this logic is the idea that, even when conflict cannot be eradicated, its pacifica8on (or 
agoniza8on)—which implies the reduc8on of its nega8ve impacts through a strive for 
agreement, consensus and inclusion—is ogen socially desirable. 
 
2.3.1. Communica+on plaEorms and armed conflict 
 
Communica8on technologies have played vital roles in armed conflict. It is an ancient theme 
of military theory and prac8ce to work out ways that technical capabili8es can help win war 
(Van Creveld, 1989; Krepinevich, 1994). For instance, radio, radar and sonar con8nue to be 
important in armed conflict, later complemented with remotely controlled drones and the 
use of Ar8ficial Intelligence (AI), ogen programmed to target specific groups of individuals. 
The 2022 phase of the Russia-Ukraine war, for instance, has witnessed a variety of 
technologies—including civil ones, e.g. commercial drones—being harnessed into the war 
effort, even though the results were some8mes less than expected (Givens, et al., 2023). 
This militariza8on of communica8on is of course a much broader process, which also 
renders intrinsically civil infrastructures military targets, but which also pulls the world of 
entertainment (e.g., video games) into the military realm (Sholy, 2023). As Manuel de Landa 
put it, the synergy between the civil and the military technological apparatus has become 
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the more frequent since the age of nuclear weapons, as “war games” and simula8ons have 
been widely adopted for tes8ng high-risk situa8ons, as such types of war had “never been 
fought” before, and no other “way of training” would be thinkable (De Landa, 1991: 2). 
 
Par8cularly media organiza8ons are of vital importance in cases of armed conflict. As Kellner 
(1992: 58) framed it, media are “a crucial site of hegemony,” which also implies that they are 
significant targets for the propaganda efforts of par8es involved in violent conflicts. Or to use 
Stewart and Carruthers’s (1996: 1) words: “Governments and their militaries have always 
considered it important how the wars and conflicts in which they have been engaged were 
reported and presented to the wider public.” But, simultaneously, media have the 
possibili8es of iden8fying with counter-hegemonic discourses, including agonis8c discourses 
that have the poten8al to ques8on the taken-for-grantedness of antagonism. Moreover, 
within mainstream journalism, cri8cal voices and reform projects do exist, with peace 
journalism as one of the most prominent examples (Galtung, 1998; Keeble, et al., 2010; 
Lynch, 2008; Lynch and Galtung, 2010; Lynch and McGoldrick, 2005). 
 
S8ll, in many cases, states engaged in armed conflict and (mainstream) media organiza8ons 
ac8ve within these states tend to align in (re)producing and hegemonizing par8cular 
(antagonis8c) ideological posi8ons. This alignment has led some scholars to use the concept 
of the media-military industrial complex (or related concepts) (see Miller, 2011; Der Derian, 
2001). As one of us wrote before (Carpen8er, 2011a: 17-18), from this point of view, 
propaganda can be seen as one of the available (and widely used) instruments for the 
purpose of hegemoniza8on. Propaganda is supplemented by censorship, which can be 
considered a second main instrument. The specific characteris8c of propaganda is its 
emphasis on a priori planning by organized groups, which can range from a small number of 
special advisors to large bureaucra8c organiza8ons responsible for the propaganda and 
counter-propaganda efforts (Taylor, 1995: 6; see also JoweK, 1997: 75) This characteris8c 
also marks the difference between propaganda and hegemony, as the laKer is seen here as 
the rigid but ul8mately unstable result of a nego8a8ve societal process determining the 
horizon of our thought in a specific spa8al and temporal semng. Although propaganda can 
be instrumental in establishing hegemony, the societal construc8on of the collec8ve will 
(e.g., to fight a war) supersedes all propaganda efforts. 
 
When aKemp8ng to further define propaganda, the parallel with the defini8on of 
ideology—a much broader no8on—is helpful. The (nega8ve) tradi8onal Marxist defini8on of 
ideology as false consciousness parallels the common sense meaning of propaganda as a lie. 
Taithe and Thornton (1999: 1) describe this meaning as follows: “most readers will assume 
that [propaganda] is largely composed of lies and deceits and that propagandists are 
ul8mately manipulators and corrupt.” More neutral defini8ons of ideology, as a set of ideas 
that predominate a social forma8on, allow for an approach that defines propaganda as a 
persuasive act with a more complex rela8onship towards truthfulness. Taylor (1995: 6) thus 
defines propaganda as the use of communica8on “to convey a message, an idea, an ideology 
[…] that is designed primarily to serve the self-interests of the person or people doing the 
communica8ng.” This broader and more neutral approach also allows differen8a8ng 
between black, grey and white propaganda, where black propaganda is “credited to a false 
source and spreads lies, fabrica8ons, and decep8ons” (JoweK and O’Donnell, 1999: 13). As 
JoweK and O’Donnell (1999: 18) also argue, disinforma8on is similar to black propaganda, 
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with the former defined by Shultz and Godson (1984: 41) as “false, incomplete, or 
misleading informa8on that is passed, fed, or confirmed to a targeted individual, group or 
country.” White propaganda, in contrast, “comes from a source that is iden8fied correctly, 
and the informa8on in the message tends to be accurate,” and grey propaganda is a concept 
to capture the non-dichotomous nature of propagandis8c communica8on. S8ll, in all these 
concepts, the intent to persuade or deceive is part of the communica8ve ac8on; to capture 
the possibility of the absence of intent, the concept of misinforma8on is used. 
 
The populariza8on of online media—in a context where the cold war no longer structured 
interna8onal rela8ons—ini8ally led to significant op8mism about online media’s poten8al as 
counter-force to state propaganda, as, for instance, voiced by Boler and Nemorin (2013: 
411): “Despite this skep8cism, the prolifera8ng use of social media and communica8on 
technologies for purposes of dissent from official government and/or corporate-interest 
propaganda offers genuine cause for hope.” We should acknowledge that online media have 
offered opportuni8es for peace-building through their capacity to “diffuse latent or exis8ng 
conflicts” (Singh, 2013: 239). Even if online media can easily be used to produce antagonis8c 
signifying prac8ces (see below), the decentralized nature of online media offers substan8al 
opportuni8es for the produc8on and dissemina8on of a wide variety of signifying prac8ces, 
including those agonis8c signifying prac8ces that counter hegemonic ar8cula8ons of 
conflict. 
 
But the populariza8on of online media also made them relevant pla;orms for the 
dissemina8on of propaganda; as Bastos and Farkas (2019: 2) noted: it “offered 
propagandists a wealth of opportuni8es.” The decentralized nature of online communica8on 
did produce a major change, as these online tools for the dissemina8on of propaganda came 
within reach of many different actors, a process that some have called—with some irony—
the democra8za8on of propaganda (Woolley and Howard, 2018: 191; Carpen8er, 2022: 74). 
For instance, terrorist movements, such as ISIS / Daesh, have made abundant use of the 
abili8es of the internet to communicate their ideology, and to generate support and new 
recruits (Golan and Lim, 2016; Vacca, 2020). Moreover, human propagandists are gaining 
increased assistance of non-human actors, which has led Woolley and Howard (2018) to coin 
the term computa8onal propaganda. They define it as “the use of algorithms, automa8on, 
and human cura8on to purposefully manage and distribute misleading informa8on over 
social media networks”: “As part of the process, coders and their automated sogware 
products (including bots) will learn from and imitate legi8mate social media users in order to 
manipulate public opinion across a diverse range of pla;orms and device networks” 
(Woolley and Howard, 2018: 4). 
 
The second instrument is censorship, which is aimed at preven8ng the material circula8on 
or dissemina8on of informa8on. Blium defined censorship as “A systema8c, single-minded 
and universal control, enacted by the state (in countries with a secular regime) or an official 
church (in a theocra8c state) over the func8oning of the media by means of par8cular 
ac8ons of a more or less violent character” (Blium, quoted in Sherry, 2015: 4). In the case of 
armed conflict, censorship becomes ac8vated in rela8onship to what can be witnessed, 
described or shown, can have different 8mings (prior or preven8ve censorship and 
posteriori censorship) and can different modes—Sherry (2015: 7), for instance, men8ons 
manipula8on and exclusion. Throughout the history of modern warfare, in combina8on with 
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in par8cular its visual (media) representa8on, access to the baKlefield, to knowledge about 
the events, tac8cs and strategies related to the armed conflict and to the voices of the 
enemy has varied considerably, even though some key concerns (e.g., opera8onal secrecy) 
have always been present.  
 
As Hallin (1986: 126) argues, during the First World War, the “modern precedent was 
established: the right of the press to be granted access to the front on a rou8ne basis was 
accepted, on the condi8on that the press submit to censorship by military or poli8cal 
authori8es.” Behind this was the government’s ra8onale that the media’s credibility needed 
to be ensured but that it was also necessary to prevent damage to the morale at the ‘home 
front’ (and vital informa8on being made available to the enemy). In this book on the 
Vietnam War, en8tled the Uncensored War, Hallin (1986: 126) also points out that the 
Vietnam War was different from this model, as there was “no military censorship—a 
situa8on which, while by no means new in itself, had never before been combined with 
rou8ne official accredita8on of war correspondents.” When the USA media were 
subsequently blamed for the defeat of the USA—the “myth of media responsibility” (Taylor, 
1995: 276; on this, see also Feldman and Zaller 1992; Berinsky 2006)—the earlier strong 
military censorship model was reinstated, for instance, for the Falklands War in 1982, where 
there was “no uncensored war in the South Atlan8c” (Taylor, 1995: 277), semng the stage for 
the later usages of military censorship. It was the Vietnam trauma eventually convinced the 
decision-makers to take control of informa8on flows (see MaKelart, 1991), acknowledging– 
quo8ng the American commander in chief, General William Westmoreland in June 1968 – 
that “accurateness and balance of the news” was almost as important as the “combat 
opera8ons themselves” (Bogart, 1972: 91). The USA only recovered from this trauma with 
the 1990-1991 Gulf War, as was explicitly stated by George W. Bush (Simmons, 1998: 9). The 
result was a change in paradigm, resul8ng, for instance, in the embedding journalists with 
military units. 
 
S8ll, it is important to emphasize that also self-censorship plays an important role in media 
representa8ons of war. Hallin’s (1986: 117) model, which discriminates between a sphere of 
consensus, a sphere of legi8mate controversy and a sphere of deviance, is par8cularly 
helpful in understanding the dynamics of self-censorship. In par8cular the sphere of 
deviance, “the realm of those poli8cal actors and views which journalists and the poli8cal 
mainstream of the society reject as unworthy of being heard” (Hallin, 1986: 117), 
demarcates discourses whose circula8on is deemed unacceptable. Moreover, also the 
degree of destruc8on—in par8cular of human bodies—that is considered appropriate to be 
shown is restricted. To use Carruthers’ (2000: 276) words: “what the bombs witness” is only 
shown with great restraint, driven by “broad cultural mores”. These reflec8ons echo Sherry’s 
(2015: 5) argument that “censorship is incorporated into a set of forces that limit speech as a 
necessary precondi8on of discourse and are thus cons8tu8ve of all discursive produc8on.” 
 
The populariza8on of online communica8on has also brought censorship to the online 
world. Ogen the focus is on authoritarian regimes, and in par8cular China (Fritz, 2017) and 
Iran, while, as Ververis, et al. (2019: 451) argue: “censorship has become an almost 
omnipresent phenomenon in democracies and authoritarian countries alike […], evolving 
into a global norm applied across all ruling systems.” In the par8cular case of armed conflict, 
the reasons for internet censorship remain par8ally similar, with the aim to prevent 
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exposure of the ‘home front’ to enemy discourses, and/or to prevent the ‘own’ popula8on 
from expressing dissent, which are part of a strategy which has been labelled the 
homogeniza8on of the self (Carpen8er, 2017: 180). Or, in Hallin’s (1986) terms, these forms 
of censorship are aimed at banning communica8on that is considered to be part of the 
sphere of deviance. Examples of course vary broadly, but include the Russian responses to 
Chechen separa8sts (Simons, 2016), European responses to ISIS (MiKs, 2022; McMinimy, et 
al., 2023;), Australian responses to domes8c terrorism (Leitch and Pickering, 2022), and the 
limits of these responses. Even more recently, the 2022 stage of the Russian-Ukrainian war 
has triggered a variety of forms of censorship (and evalua8ons) (Ciuriak, 2022; Golovchenko, 
2022; Kaye, 2022). 
 
2.3.2. Communica+on plaEorms and grey zone conflict 
 
In grey zone conflicts, the online realm offers a rela8vely accessible site for acts of 
aggression,2 which, at the same 8me, has only limited risks of escala8on. Already in 1999, 
the USA deputy secretary of defence, John Hamre, declared that the USA were engaged in a 
cyberwar, ager the discovery that “Russian hackers had breached some of the most sensi8ve 
computer networks in the U.S. federal government, NASA, the Pentagon, the Department of 
Energy, and a dozen U.S. universi8es and other research centers” (Walton, 2023: 476). A very 
well-documented European example—already men8oned above—are the 2007 cyberaKacks 
in Estonia, which followed the moving of a Soviet statute (the so-called ‘bronze soldier’) 
from the centre of Tallinn to a military cemetery located at the city’s outskirts. Hackers 
responded with a series of distributed denial-of-service (DDoS) aKacks, which “shut down 
the websites of all government ministries, two major banks, and several poli8cal par8es. At 
one point, hackers even disabled the parliamentary email server” (Herzog, 2011: 51). 
Another example is the Stuxnet worm, which “had been specifically designed to subvert 
Siemens systems running centrifuges in Iran’s nuclear-enrichment program” (Kushner, 2013: 
51; see also Nye, 2016/17: 48). In the same period, USA Defence Secretary Leon E. PaneKa 
warned for a “cyber-Pearl Harbor”, sta8ng during a speech at the Intrepid Sea, Air and Space 
Museum on 11 October 2012 that  
 

“An aggressor na8on or extremist group […] could derail passenger trains, or even 
more dangerous, derail passenger trains loaded with lethal chemicals. They could 
contaminate the water supply in major ci8es, or shut down the power grid across 
large parts of the country.”3  

 
The cyber-Pearl Harbour metaphor was part of a considerable debate, with a number of 
voices raising serious security concerns (Lynn, 2010; Clarke and Knake, 2010), while others 
arguing for a more moderate posi8on, as “much of the damage contemplated by cyberwar is 
in all likelihood temporary” (Gartzke, 2013: 57). Others, for instance, Nye (2016/17: 49) 
point to the role of these interven8ons as examples of “poli8cal signalling”. 
 
As Gartzke (2013: 70) argues, another usage of online technologies is espionage: “By far the 
most compelling scenario for the transforma8on of poli8cal conflict through the internet, 

 
2 Of course, these techniques are also used in armed conflict, in combina(on with tradi(onal warfare. See, for 
instance, Vu, et al.’s (2023) analysis of hackivism during the 2022 stage of the Russia-Ukraine war. 
3 hNps://www.ny(mes.com/2012/10/12/world/paneNa-warns-of-dire-threat-of-cyberaNack.html 
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and the one that makes new headlines daily, involves the use of the internet for espionage.” 
Espionage, of course, “dates from the dawn of history” (Warner, 2017: 18), and it is another 
case of (par8ally) illegal acts of one actor against another, combined with a degree of 
acceptance and limited risks for conflict escala8on. Again, as Warner (2017: 19) writes, 
“States have tacitly established protocols for handling espionage flaps,” and “Cyberspace 
opera8ons gone awry, like intelligence revela8ons, so far have not provoked wars” (Warner, 
2017: 25). Methods have changed, though, because “The internet makes it possible for the 
spy to telecommute” (Gartzke, 2013: 70). This is where the dis8nc8on between computer 
network exploita8on (CNE) and computer network aKack (CNA) (Nye, 2016/17: 47) becomes 
important: “CNE exfiltrates confiden8al informa8on against the wishes of the owner; CNA 
uses informa8on to disrupt and destroy.” Nye (2016/17: 47) adds that “The majority of 
serious intrusions involve espionage for poli8cal, commercial, and economic purposes rather 
than destruc8on.” 
 
A third (overlapping) component of grey zone conflict is the support for opposi8on 
movements (or for poli8cal par8es that are more sympathe8c towards the suppor8ng 
actor), which also includes suppor8ng their online ac8vi8es and the provision of informa8on 
extracted (of exfiltrated) online. While in some cases external support can be provided to 
actors involved in armed conflict (Karlén, 2017), in other cases this support can be provided 
in regions not at war, while these interven8ons might s8ll be perceived as hos8le, for 
instance, because they are aimed at (or perceived to be aimed at) regime change. One 
historical example is the careful western support for the dissident movements in the then 
communist countries in Europe (e.g., Barder, 2017: 20), ogen “under the banner of 
promo8ng human rights throughout the world.” In more contemporary cases, we find 
examples for suppor8ng online opposi8on ac8vi8es and informa8on extrac8on aimed to 
cause embarrassment. As an example of the laKer: Nye (2016/17: 48) suggests that the 
informa8on distributed by Wikileaks in 2016, embarrassing the USA’s Democra8c Party, 
might have been “exfiltrated by Russian intelligence agencies.” More recently, the BBC 
reported on the early June 2023 announcement of Russian security services that they had 
“uncovered a reconnaissance opera8on by American intelligence services carried out using 
Apple mobile devices.”4 
 
Finally, the last cluster of prac8ces related to grey zone conflicts focusses on the distribu8on 
of propaganda in foreign territories, again with the ambi8on to disrupt the func8oning of 
the regimes who are exposed to these strategies. In par8cular the interven8ons in the 2016 
USA presiden8al elec8on and in the United Kingdom’s referendum on European Union (EU) 
membership are frequently used as examples of what Baskos and Farkas (2019: 1) call the 
“weaponiza8on of social media pla;orms”. So-called troll factories or farms5—such as, for 
instance, the Russian Internet Research Agency6—have been documented to combine white, 
grey and black propaganda, “simultaneously targe8ng the conserva8ve base and Black Lives 

 
4 hNps://www.bbc.com/news/technology-65977742 
5 The label ‘troll factory’ (or ‘farm’) is problema(c. As Bastos and Farkas (2019: 3) write, the work of these 
organiza(ons “extends beyond trolling and includes large-scale subversive opera(ons.” 
6 These prac(ces are of course not limited to Russia. A Polish example is discussed here 
hNps://www.theguardian.com/world/2019/nov/01/undercover-reporter-reveals-life-in-a-polish-troll-farm, 
while a Turkish example is analysed here: hNps://cyber.fsi.stanford.edu/io/publica(on/june-2020-turkey-
takedown 
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MaKer ac8vists” in the case of the 2016 USA elec8on (Bastos and Farkas, 2019: 11), and 
combining the use of campaign adver8sements with social media posts from false iden88es 
(Lukito, 2020: 250). At the same 8me, it is vital to keep in mind Bail, et al.’s (2020: 250) 
comment, again focussing on the USA elec8ons, that “the American public is not tabula rasa 
and may not be easily manipulated by propaganda.” 
 
2.3.3. Communica+on plaEorms and democra+c conflict 
 
As is the case with the borders between armed conflict and grey zone conflict, also the 
fron8er between violent conflict—grey zone or not—and non-violent democra8c conflict are 
not stable and clearly-demarcated. In other words, also the logic of antagonism can enter 
into the realms of democracy. As we men8oned earlier, the social order (of democracies) 
“will always be threatened by violence” (Mouffe, 2000: 131), and in par8cular symbolic 
violence (with, for instance, its various forms of othering) keeps rearing its head in 
democracies. At the same 8me, Mouffe argues for the transforma8on of antagonism, which 
is structured through the logic of the enemy, into agonism, which is structured through the 
logic of the adversary. Vital for this argument is that the existence of conflict is not ignored, 
but that the aim of democra8c poli8cs is to “tame” or “sublimate” (Mouffe, 2005: 20–21) 
antagonisms, without elimina8ng passion from the poli8cal realm or relega8ng it to the 
outskirts of the private.  
 
The analysis of the dynamics of antagonism and agonism in democracies also allows us to 
structure the discussion on the role of social media in democra8c conflict, as they are 
some8mes used to feed into antagonis8c conflict, but can also be deployed in more 
agonis8c manners. In addi8on, we can also use the commonly used dimensions of media’s 
contribu8on to democracy, which are the (1) provision of informa8on, the (2) enabling of 
debate, dialogue and delibera8on, the (3) monitoring of (state) dysfunc8ons and the (4) 
mobiliza8on of the ci8zenry. 
 
Tradi8onally, Communica8on and Media scholarship on the media-democracy rela8onship 
has emphasized the importance of informa8on distribu8on—allowing for informed 
democra8c choices to be made by ci8zens. As Street (2001: 253) wrote, “This means 
informing ci8zens about their (prospec8ve) representa8ves’ plans and achievements; it also 
means reflec8ng the range of ideas and views which circulate within society, subjec8ng 
those who act in the name of the people to scru8ny, to make them accountable.” Online 
media s8ll play this role, allowing for the circula8on for democra8cally relevant informa8on. 
S8ll, informa8on is not outside conflict (as it is not necessarily neutral), and in some cases 
informa8on becomes implicated in antagonis8c versions of conflict. Par8cularly important 
here is the genera8on and circula8on of propaganda (including, but not exclusively, forms of 
disinforma8on) and erroneous informa8on (linked to misinforma8on) (see Applebaum, 
2018; European Parliament, 2019), which, at least in some cases, becomes ac8vated in 
antagonis8c struggles, against par8cular poli8cal (compe8ng) actors or in a populist 
rejec8on of ‘the’ establishment. Here, arguably, the genera8on and circula8on of objec8ve, 
factual, truthful and fact-checked informa8on (keeping in mind the limits of objec8vity) has 
the poten8al to keep poli8cal struggles at the level of agonism, in the sense that this type of 
informa8on allows for these struggles to remain fair. 
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A second dimension is that media enable ci8zens to engage in debate, dialogue and 
delibera8on, allowing for the forma8on of what is called public opinion. Habermas’s (1974: 
49) concept of the public sphere—which he describes as follows: “A por8on of the public 
sphere comes into being in every conversa8on in which private individuals assemble to form 
a public body”—is one of the many ways to describe and analyse the democra8c importance 
of communica8onal exchanges, where media provide one of the most significant pla;orms 
to enable these exchanges. While mainstream media were cri8qued for colonizing the public 
sphere (and integra8ng it into the system), online media were at first heralded as ‘purer’ 
examples of the public sphere. Later, more cri8cal analyses emphasized the (democra8c) 
limits of online media, with con8nued power imbalances between elite and non-elite actors 
(‘who speaks’) (Borge-Holthoefer, et al., 2011: 6; Wilson and Dunn, 2011: 18; González-
Bailón, 2013), the increase of the usage of symbolic violence in the online realm (‘how is 
spoken’), which is overlapping with the increase of content quality problems (‘what is said’), 
and con8nued ideological fragmenta8ons of actors (the so-called bubbles or echo 
chambers—'who speaks to whom’; see Manjoo, 2008; Pariser, 2011; Sunstein, 2017).  
 
Moreover, also in the online realm, limits are imposed on what can be said, and censorship 
does occur, in rela8on to copyright, pornography, na8onal(ist) symbols, hate speech, 
defama8on etc. (Chun, 2006; Deibert, et al., 2010). Again, these online exchanges and their 
limita8ons—an indispensable part of democra8c conflict—can be organized in a variety of 
ways, ranging from antagonis8c to agonis8c modes. We should add here that also the 
par8cipatory intensity of these exchanges is part of the democra8c conflict, with Street’s 
(2001: 228) posi8on, arguing for a more maximalist par8cipatory democra8c prac8ce, as one 
of the many posi8ons in this part of the poli8cal struggle over democracy itself:  
 

“At the same 8me, it is not just a maKer of increasing access to informa8on and 
allowing for discussion. There has also to be the opportunity for delibera8on, which 
requires networks that enable an open dialogue about the public good. People have 
to make decisions, not just exchange thoughts or register interests.”  

 
A third dimension is the role of media in holding other power holders accountable, by 
disclosing dysfunc8ons related to par8cular societal systems (in par8cular in rela8on to the 
state). What is some8mes called the watchdog func8on of media, aKributes to media—and 
in par8cular journalism, and even more so inves8ga8ve journalism—the role of “scru8neer 
of officialdom and elected representa8ves” (Street, 2001: 151). Online technologies have 
provided addi8onal resources for journalists to engage in inves8ga8ve journalism, 
s8mula8ng the development of Digital Inves8ga8ve Journalism (Hahn and Stalph, 2018; 
Carson, 2020). But media, in whatever era they are situated, have not in all cases performed 
the watchdog role, which has triggered the lapdog cri8que. Gitlin (1991: 123), for instance, 
cri8qued journalists, already quite some 8me ago, for “dancing aKendance at the campaign 
ball while insis8ng that they were actually following their own beat.” Moreover, in several 
cases, poli8cal actors have aKacked media and their journalists, either physically or 
rhetorically, as is evidenced by former USA president Donald Trump ‘fake newsing’ strategy 
(Gore, 2017; Benkler, et al. 2018: 105-144; Sunstein, 2021: 17-21), bringing in more 
antagonis8c forms of conflict between elite actors, and limi8ng media’s capacity to maintain 
a power balance in rela8on to the field of poli8cs. 
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In principle, the decentralized nature of online media also allows for ci8zen journalists (or 
non-professional journalists performing journalis8c tasks) to engage in inves8ga8ve 
journalism more than before (see AKon and Hamilton, 2008), which does occur (Bruns, 
2003; Allan, 2009). But in prac8ce, the semi-publicness of online media has turned the 
monitoring situa8on around, with ci8zens being the one’s more scru8nized than being the 
one’s scru8nizing, as the poli8cal usage of data analy8cs (Becker, et al., 2017; Ginsburgh, et 
al., 2020) has demonstrated. Even though this changing rela8on between the poli8cal field 
and ci8zens is not a strong form of antagonism, the panop8c poli8cs of observa8on and the 
poten8al forms of manipula8on that can be derived from it, s8ll weaken the democra8c 
posi8on of ci8zens. The result is a situa8on which was been described in various terms: a 
centralized disciplinary strategy (Lyon, 2018: 49), a new embodiment of social agency 
(Andrejevic, 2020), a form of economic exploita8on (Allmer, 2015; Sevignani, 2016), or even 
a machine for behaviour modifica8on (Zuboff, 2019: 293-300). 
 
Finally, the fourth dimension concerns mobiliza8on and par8cipa8on. Media have had a long 
tradi8on of organizing different forms of par8cipa8on, empowering different groups in 
socie8es to have their voices heard, even though the most intense (or maximalist) versions 
of par8cipa8on were generated by community media (Carpen8er, 2011b; 2017) and to a 
lesser degree by mainstream media (e.g., through talk shows and audience discussion 
programmes, see Carpen8er, 2011b). The ac8vist nature of community media also allowed 
them to ac8vely mobilize their publics, again more than mainstream media could (and did), 
aptly working against the backdrop of the tradi8onal media’s shortcomings (MargeKs, John, 
Hale and Yasseri, 2015; Della RaKa, 2018). The populariza8on of online communica8on also 
strengthens the ability of, for instance, new social movements to deploy these tools for 
organiza8onal and mobilizing purposes, not only to inform or debate (Gibson, et al., 2003; 
Cammaerts, 2005; 2007; Castells, 2012). As, for instance, Cammaerts (2007: 270) wrote:  
 

“While the Internet increasingly cons8tutes an opportunity structure for ac8vists and 
social movements, in terms of self-representa8on, mobilizing for (direct) ac8ons, or 
distribu8ng informa8on, this clearly has to be seen as being embedded in a larger 
communica8on strategy, including other media and ways to distribute their aims and 
goals.”  

 
But more cri8cal voices point out that social media are not be per se poli8cal tools, while 
they can be ac8vated when and where the official channels are more controlled and 
censored by poli8cal powers (Jamali, 2015: 12-14; MargeKs, et al., 2015: 114-118). 
Moreover, due to the nega8ve externali8es of digital networks, and to the alleged 
“neoliberal” transla8on of contemporary decentraliza8on strategies, the no8on of 
decentraliza8on itself has been ques8oned and arguments in favour of centraliza8on have 
been made (Dean, 2010; 2016; Gerbaudo, 2012). 
 
Moreover, mobiliza8on and par8cipa8on can serve different purposes, and also has the 
poten8al to serve more antagonis8c purposes. Extreme examples, in the case of online 
media par8cipa8on, are provided by the use of the internet by radical right-wing groups 
(Saunders, 2011; Caiani and Paren8, 2013; Mihelj and Jiménez Mar~nez, 2021; Ahmad, 
2022; Fuchs, 2022) that use the online to live out their na8onalist and racist fantasies in 
ways that can only be described as formally (but not substan8vely) par8cipatory, at least in 
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rela8onship to the members of these groups, and to those who are ideologically aligned 
with them.  
 
2.3.4. Communica+on plaEorms and conflict: An overview 
 
When we bring together the three different types of conflict, the discursive and material 
dimensions, and the many different tools that can be used to strengthen and intensify 
conflict, rendering it more antagonis8c (as discussed in the previous parts), then we can 
produce the overview in Table 1. In this table, the grey scale is used to mark that all tools are 
ac8vated in all three types of conflict, but in more or less intensive ways. 
 
Table 1: PlaEorms Strengthening Antagonis+c Conflict 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

(Counter)Propaganda 

Armed Conflict Grey Zone Conflict (Democra+c) Conflict 

Censorship (from tech-walls to access/content restric8ons) 

Disinforma8on / Misinforma8on (“fake news”) 

Spying, Surveillance and Monitoring 

Cyber warfare (poli8cal hacking, exfiltra8on, …) 

Suppor8ng opposi8onal movements 

Deployment and destruc@on 
of communica@on 

infrastructure and its 
operators 

Antagonis8c argumenta8on and othering feeding societal polarisa8on 

Militarisa8on of civil/military technologies (games, drones, …) 

Discursive dimension 

Material dimension 

Recruitment and (military) mobilisa8on 
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Table 2 follows the same structure and logics as Table 1, but provides an overview of the 
different manners that online pla;orms can be used to weaken antagonism, and to 
transform antagonism in more agonis8c modes. 
 
Table 2: PlaEorms agonizing conflict 
 
 
  

Deconstruc8on of (counter) propaganda 

Armed Conflict 

Free and balanced flow of informaEon, (regulated) media freedom and responsibilizaEon 

Responsible transparency and privacy protec8on 

Pla;orm security 

Respect for na8onal integrity 

Protec@on of communica@on 
infrastructure and its 

operators 

Agoniza8on of argumenta8on and debate 

Civilisa8on of civil/military technologies (games, drones, …) 

Discursive dimension 

Material dimension 

Democra8c mobilisa8on and par8cipa8on 

Informa8on distribu8on, knowledge sharing and legi8ma8on 

Grey Zone Conflict (Democra+c) Conflict 
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3. What has the EUMEPLAT research added to these debates? 
 
As men8oned earlier, the EUMEMPLAT research did not focus explicitly on conflict (and on 
‘destruc8ve technologies and war’). Nevertheless, we can find a number of relevant 
discussions, in par8cular to the regula8on of pla;orms, fake news and online exchanges on 
social media. In all cases, these discussions relate to democra8c conflict, which remains 
relevant to broaden the theore8cal framework outlined in Sec8on 2, and to feed into the 
future scenario analysis in Sec8on 4. 
 
3.1. Regula+ng plaEorms and conflict 
 
EUMEPLAT Work package 1, deliverable D1.4 (Grassmuck and Thomass, 2022) extensively 
discusses the European media legisla8on for the period of 1990 to 2020. Several of these 
legal elements are aimed to regulate (poten8al) conflicts in (future digital) socie8es (or that 
affect the condi8ons of possibility of these conflicts). 
 
One key element is the protec8on of privacy, which, in its very core, deals with the conflict 
between individual ci8zens on the one hand, and state and market actors on the other, 
where the laKer are keen on organizing various forms of surveillance, which might harm 
ci8zens. A second key element is related to content-related concerns, in par8cular towards 
content that might be considered harmful, at the individual level—manipula8ng ci8zens—or 
at the societal level—feeding conflict and genera8ng polariza8on. 
 
The authors of deliverable D1.4 describe how, star8ng in the 1970s, mul8lateral nego8a8ons 
went under way to work out a way to create a common framework for the digital society 
under way. The Council of Europe issued ministerial resolu8ons in 1973 and 1974 on the 
handling of automated personal data. The Organiza8on for Economic Co-opera8on and 
Development (OECD) adopted Guidelines on Trans-border Data Flows and the Protec8on of 
Privacy. UNESCO and the Asia-Pacific Economic Co-Opera8on Organiza8on (APEC) outlined 
privacy frameworks for the wider world around 2000. In parallel, nego8a8ons went under 
way to arrive at a common approach to manage other aspects of digitaliza8on, as in the case 
of cybersecurity, cryptography, authen8ca8on, electronic commerce, and so forth. 
 
Different regions and actors adopted different positions in those policy deliberations. The 
main dichotomy arising was between the effort of the European Union to reach agreement 
on how to regulate the Internet and various aspects of digital communication, whereas the 
USA opted for leaving extensive freedom for market actors, with reference to the 
importance of avoiding stifling of innovation and a belief in self-regulation to prevent bad 
conduct. Gaining the upper hand was the view that restrictions of cross-border data flows 
would hamper the benefits of sharing and re-use of data. 
 
The unprecedented market power of online platform companies, based almost exclusively 
in the US but exercising next to unlimited access and control of data from users all around 
the world (Cusumano, et al., 2019), however, has belatedly spurred an urgency in policy 
circles to rein in platform business models and governance (Jacobides and Lianos, 2021). 
The prevailing de facto hands-off approach – i.e., reliance on laissez faire—appears 
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particularly problematic in the light of the role that has arisen for digital platforms in 
instigating user manipulation and fuelling conflict. Various observers increasingly present 
these outcomes as constituting a failure of state actors (Khan, 2016).  
 
For long, the main instrument applied by the EU to counter the influence of digital 
platforms, centred on competition law. The pursuit by EU authorities has been far more 
interventionist than the quiescent passivity of USA antitrust authorities in the Federal Trade 
Commission and the Department of Justice. The aggressive review and assessment by the 
EU of mergers and acquisitions exerted at least a modest impact. On the whole, however, 
the combined complexity of interwoven technological and market considerations, 
conflicting national priorities, and heavy lobbying by the platform industry, tempered what 
EU authorities could achieve.  
 
Competition (or anti-trust) law in effect represents a limited subcategory of economic 
regulation, largely preoccupied by market mechanisms. Gradually, the focal point of the 
conflict of interest, between on-line platforms with their preference for operating in 
unregulated markets and the need of countervailing policies has shifted back to data 
governance and control, along with actual content. Responding to a multitude of complaints 
about a spike in both harmful and illegal content, and a consequent request from the 
European Parliament, in 2020 the European Union prepared and launched the Digital 
Markets Act (DMA) and Digital Services Act (DSA).  
 
As elaborated in D1.4-European Media Legislation: Overview, the DSA addresses the 
different types and sizes of online intermediaries, their liabilities and their graded 
obligations. The DMA, on the other hand, addresses the role of gatekeepers between 
businesses and customers. In effect, this regulation (EU 2018/334, 01.03.2018) codifies 
measures to tackle illegal content online. 
 
Additional EU frameworks have been devised to regulate the role of digital platforms in 
instigating conflicts:  
 

i) Audiovisual Media Services Directive (AVMSD) of 2018, which governs 
audiovisual media services, promotes cultural diversity, protects minors, etc., 
with a view to reducing conflicts arising from the dissemination of harmful 
content. 

ii) Platform-to-Business Regulation (P2B) of 2019, establishing rules to mitigate 
conflicts between platforms and businesses. 

iii) The EU Copyright Directive of 2019, makes online platforms liable for copyright 
infringement by their users and requires proactive measures to prevent 
unauthorized sharing of copyrighted content, hampering conflicts between 
digital platforms and content creators by stipulating fair remuneration and 
protecting IPRs. 

iv) European Democracy Action Plan, of December 2020, tackles disinformation, 
protects electoral processes, enhances transparency and accountability of digital 
platforms, promotes media literacy, and strengthens cooperation between 
platforms, authorities, and fact-checkers, thereby reducing conflicts arising from 
disinformation and manipulation of the public. 
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In conclusion, the diminished effectiveness of EU legislation in combating the excessive 
market and social influence of platform companies has contributed to the sharpening of a 
range of other policies, ranging from privacy protection to regulation of content in various 
forms. While the core business models and anti-competitive strategies of dominant 
platform firms, almost exclusively US-based, remain mostly unchecked, a plethora of policy 
initiatives and also socio-economic regulation more broadly, is in place to counter 
misinformation, polarization, and conflict-generation more broadly, beyond what digital 
platforms as such serve as carriers of. 
 
3.2. Fake news as conflict 
 
A second component of the EUMEPLAT project where conflict becomes apparent is 
Deliverable D2.5, en8tled An.-European Fake News and What to Do (Galeazzi and Zollo, 
2022), which includes the results of two data-driven analyses of the discursive conflict in 
Europe. Here, we focus on the content of digital pla;orms, and its poten8ally harmful 
nature. The first sec8on of this analysis is focused on 25 million tweets related to Europe, 
uploaded in the 2019-2021 period, in the four major languages (English, German, Italian, 
and French). The second part is devoted to an in-depth inves8ga8on of the TwiKer 
discussion about the Brexit, aiming at detec8ng the spread and the effects of an8-EU 
arguments, based on the latent ideology es8ma8on technique.  
 
If we put things in the perspec8ve of conflict and conflict resolu8on, two main indica8ons 
are to be considered. Firstly, the conven8onal methods for figh8ng disinforma8on and 
polariza8on – fact-checking and debunking – have their limits, not to men8on their cost, and 
they can even backfire and produce further radicaliza8on (Zollo, 2019). The observa8on of 
the informa8on trends over 8me, addi8onally, shows how most topics become subject to 
misinforma8on strategies within a day from their uploading.  With this respect, .me plays a 
fundamental role, so that the algorithmic 8mely detec8on of these informa8on threads – 
what we call the early-warnings approach – appears to be the best way for countering 
disinforma8on cascades. 
 
3.3. Online communica+on and indica+ons of conflict 
 
Even though the EUMEPLAT Work Packages 2 and 4 did not focus explicitly on conflict, which 
does not allow us to conclude anything about the conflict-related nature of these online 
debates—for instance, in rela8on to its antagonis8c or agonis8c nature—both work 
packages provide great detail about the diversity of posi8ons, subjects and actors, and the 
poten8al contesta8ons. 
 
In Deliverable 2.2, en8tled PlaHormisa.on of News in 10 Countries, Cardoso, et al. (2023) 
focus on online pos8ngs on Facebook, TwiKer and YouTube that included references to 
Europe and to a series of key dimensions (namely economy, health and climate). The en8re 
corpus consisted of 6233 pos8ngs. The first component, the actor analysis, made one 
par8cular conflict visible, namely the conflict about who has voice (see, e.g., Couldry, 2010). 
Even though the majority of the actors communica8ng were s8ll so-called elite actors 
(namely “media agents” and “poli8cal agents”, totalling 68,4% of the pos8ngs), the corpus 
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also included a considerable amount of pos8ngs origina8ng from “non-organiza8ons” and 
“other organiza8ons”. We cannot conclude that the propor8on of elite and non-elite actors 
is balanced—elite actors, as in tradi8onal news, s8ll have a strong presence—but this 
struggle about who can gain a media presence has s8ll resulted in more visibility for non-
elite actors, in comparison to the pre-Internet period. One addi8onal element here is that 
the radical right-wing poli8cal actors have the largest online presence in the category of 
poli8cal actors, ogen bringing in more antagonis8c posi8ons. 
 
When the analy8cal gaze is reversed, and the deliverable focusses on who is spoken about, 
the news media only take a small propor8on of the total pos8ngs (9,2%), while poli8cal 
actors are s8ll more frequently talked about (22,4%), which implies that many actors 
featuring as topics are outside the realm of these two tradi8onal elite categories. When 
focussing more closely on the content, in par8cular in rela8on to Europe, we can see the 
substan8al diversity of components that are being discussed, again bringing out the diversity 
of (European) public online debates. Nevertheless, also here we can see a strong 
representa8on of themes that are ins8tu8onal, legal, poli8cal and economic in nature, while 
themes related to the European people, culture or values have a much smaller presence. 
 
Also in EUMEPLAT Work Package 4, we find a strong focus on the online content, this 8me, in 
par8cular in rela8on to immigra8on (Ingebretsen Carlson, et al., 2023a) and gender 
(Ingebretsen Carlson, et al., 2023b). These studies focussed on data extracted from 
Facebook and TwiKer, through par8cular keywords (related to immigra8on and gender). In 
the case of the immigra8on study, slightly more than 50.000 social media pos8ngs were 
analysed, while in the case of the gender study, the number of pos8ngs was slightly more 
than 62.000. When focussing on the immigra8on study, one significant result is the diversity 
of thema8c differences across the 10 countries of the study, in rela8on to the five core 
themes (ins8tu8ons, law, values, people and territory). Nevertheless, when comparing 
pos8ngs with a European and a non-European element (or focus), then ins8tu8ons and 
territory become the most important dimensions. Also the affec8ve load of the pos8ngs 
(whether nega8ve or posi8ve) seems to increase, when pos8ngs have a European element, 
indica8ng the discursive-material struggle over immigra8on at the European level. 
 
Also in rela8on to gender, we can find significant diversity in rela8on to the thema8c focus in 
the 10 countries, where the themes are here new social movements, law, values, people and 
iden8ty, even though the diversity is less outspoken than in the case of immigra8on 
(Ingebretsen Carlson, et al., 2023b: 20). Values and law are the most prominent in debates in 
rela8on to pos8ngs with a European element (which is not surprising, given the prominence 
of gender-related regula8ons at the European level), while iden8ty is more important in 
pos8ngs without this European dimension. Ongoing, more qualita8ve-oriented analyses of 
these data do show more details about (representa8ons of) discursive material struggles, for 
instance concerning gender-related violence, but also concerning the intersec8on of 
immigra8on and gender, where discursive-representa8onal struggles over immigra8on also 
become gendered.  
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4. A future scenarios analysis 
 
The theore8cal framework outlined in Sec8on 2, and enriched by a re-analysis of the earlier 
EUMEPLAT research, served as sensi8zing concepts for the analysis of the future scenarios 
generated by the Delphi+ workshops and the EUMEPLAT researchers, allowing for a beKer 
understanding how the future of conflict and communica8on pla;orms is constructed. 
 
4.1. The Delphi+ method and the data gathering 
 
The Delphi method is a method for future scenario-building and forecas8ng with a long 
history. To illustrate: Gordon (2009: 1-2) relates this method to the work of RAND in the 
early 1960s. Developed in the early stages of the Cold War, in order to predict the impact of 
technology on warfare (San-Jose and Retolaza, 2016: 3), its consolida8on started with the 
RAND projects, which were established to predict the probability or intensity of enemy 
aKacks. These think tanks, such as RAND, “provided the methods and techniques for the 
military and strategic planning of US administra8ons” (Seefried, 2014: 3; see also Amadae, 
2003). Currently, the Delphi method – as a technique offers a “systema8c means of 
synthesizing the judgments of experts” (Gordon, 2009: 11) – is used across various academic 
disciplines and fields. There are also many varia8ons of the Delphi method itself, but several 
characteris8cs are s8ll transversally present. Landeta (2006: 468) defines the Delphi method 
as “a method of structuring communica8on between a group of people who can provide 
valuable contribu8ons to resolve a complex problem.” As Gordon (2009: 4) summarizes it, 
the Delphi method is grounded in a “controlled debate” which allows for the establishment 
of consensus among experts, through a series of itera8ons. This implies that expert-
par8cipants discuss the responses of others and the work of the group as a whole, but also 
that they can alter their own posi8ons during the process. 
 
Even though the Delphi method can be used outside future studies (Poli, 2018) and despite 
its flaws and limits (Winkler and Moser, 2016: 63), it is ogen used in future studies. This field 
is defined by Inayatullah (2012: 37) as “the systema8c study of possible, probable and 
preferable futures including the worldviews and myths that underlie each future.” As a field, 
future studies has moved “from predic8ng the future to mapping alterna8ve futures to 
shaping desired futures” (Inayatullah, 2012: 37). These three components refer to three 
different approaches—with different ontological assump8ons—namely, forecas8ng (to 
predict the most likely future), scenario-building (to explore alterna8ve futures) and 
backcas8ng (to assess the feasibility of a desired future). As it is ogen emphasized in future 
studies publica8ons: “Futurists do not know what will happen. They do not claim to 
prophesy. However, they do claim to know more about a range of possible and desirable 
futures and how these futures might evolve” (Glenn, 2009, see also Robinson, 1988: 325). In 
the end, future studies relates to “thinking the unthinkable” (Kahn, 1962). 
 
In our case, we adjusted the Delphi method into a 3-and-a-half-hour face-to-face scenario-
building workshop (see Carpen8er and Hroch, 2023 for more detail), which focussed on five 
pre-given themes (surveillance and resistance, algorithms and choice, toxic debate and 
pluralis8c values, destruc8ve technologies and war, and gender in society). The four 
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workshops7 we organized all had two stages. Stage one consisted of small group discussions, 
with one moderator for each of the subgroups, with the aim of producing three future 
scenarios for each theme. In stage two, which was a plenary stage, the Delphi+ workshop 
par8cipants introduced a selec8on of scenarios to the en8re group. The four workshops 
were organized in three different European ci8es, with in total 29 par8cipants (see Table 3 
for an overview). As a method, these adjusted (and 8me-compressed) workshops 
approximate what Pan, et al. (1996) called a mini-Delphi, although we prefer to label these 
four workshops ‘Delphi+’ workshops. 
 
Table 3: The EUMEPLAT Delphi+ workshops 

Number Date Loca+on Par+cipants 
1 5 July 2022 Malmö, Sweden Science fic8on writers and foresight 

researchers, experts on science 
communica8on or philosophy of science, 
and specialists in digital marke8ng and 
applied predic8ve models (6 par8cipants) 

2 4 October 2022 Sofia, Bulgaria A theatre ar8st, a Roma ac8vist, a 
journalist, and a former representa8ve of 
the Bulgarian government in the field of 
culture (7 par8cipants) 

3 13 April 2023 Rome, Italy Exper8se ranging from cultural rela8ons, 
bioethics and AI to poli8cal science and 
the futures of electronic music (6 
par8cipants) 

4 23 June 2023 Sofia, Bulgaria A film maker and producer, a TikTok 
influencer, journalists, media studies 
professors, and chatbot and new media 
experts (10 par8cipants) 

 
The analysis rendered in this text focusses on one of the five pre-given themes, namely 
destruc8ve technologies and war. In the Delphi+ workshops, each subgroup of par8cipants 
was asked to each produce 3 future scenarios, which resulted in a total of 35 scenarios (see 
Table 4). In addi8on, the authors of this text themselves also wrote four scenario essays,8 to 
complement the Delphi+ workshop scenarios. All scenarios were wriKen before the data 
analysis, as part of a EUMEPLAT future scenario wri8ng project, which allowed to enrich and 
diversify the future scenarios, adding an auto-ethnographic dimension (Ellis, et al., 2010) to 
the data gathering process. 
  

 
7 Before, we had a pilot Delphi+ workshop in Prague, on 5 May 2022. These data were not used. 
8 One essay was wriNen in collabora(on with a co-author, who is also a member of the same organiza(on as 
one of the authors of this text. 
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Table 4: Distribu+on of scenarios per workshop loca+on 

Delphi+ workshop loca+on Number of scenarios 
Sofia 1 8 
Malmö 9 
Rome 10 
Sofia 2 8 
Essay 4 

 
The analysis presented in this sec8on used different types of data, namely (1) the scenario 
cards that the Delphi+ workshop par8cipants filled out during their discussions (summarizing 
each scenario in keywords), (2) the transcrip8ons of the Delphi+ workshop par8cipant 
discussions and (3) the essays generated. For the analysis, we mostly used the procedures of 
qualita8ve content analysis (see Saldaña, 2013, on coding), driven by the theore8cal 
framework—outlined in the previous sec8ons—that provided sensi8zing concepts (Blumer, 
1969: 7) for the analysis. Addi8onal sensi8zing concepts came from assemblage theory 
(DeLanda, 2006), utopian/dystopian approaches (Featherstone, 2017; Booker, 1994; 
Haschak, 1994) and in par8cular from narratological approaches, with its stress on actor 
roles (Propp, 1968). The rela8onship between theory and analysis was structured through a 
retroduc8ve approach (Glynos and Howarth, 2007), which allowed for itera8ons between 
theory and analysis. 
 
4.2. Analysing the future scenarios: A first overview 
 
As a star8ng point, we performed a quan8ta8ve content analysis on the 39 scenarios, 
iden8fying the types of conflict they are referring to. Here we see a fairly equal distribu8on, 
when we aggregate armed and grey zone conflict. The other half of the scenarios deal with 
democra8c conflict (see Table 5). 
 
Table 5: Frequency of types of conflict  

Type Frequency (N=39) 
Armed conflict 10 
Grey zone conflict 11 
Democra8c conflict 18 

 
Inspired by the utopian/dystopian literature, we also coded the 39 scenarios for their more 
posi8ve and nega8ve load. Even though our qualita8ve analysis will allow us to unpack the 
complexi8es of these dimensions more (as we will, for instance, see a difference between 
nega8ve and dystopian scenarios), we s8ll can see a strong presence of nega8ve scenarios. 
Here, it is important to remark that—although the discussion topic was ‘destruc8ve 
technologies and war’—the Delphi+ workshop par8cipants and essay-writers were never led 
into focussing on the more nega8ve aspects. S8ll, they clearly prevailed. 
 
Secondly, as Table 6 also shows, the neutral scenarios were rare. It was remarkable—during 
all Delphi+ workshop in their en8rety—how par8cipants and authors strongly relied on 
posi8ve/nega8ve, op8mist/pessimist and utopian/dystopian binary opposi8ons to produce 
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scenarios. This is also reflected in the absence of a middle ground, or more neutral 
scenarios. 
 
Table 6: Frequency of types of conflict  

Type Frequency (N=39) 
Negative 28 
Neutral 1 
Posi8ve 10 

 
 
4.3. How to think the future of destruc+ve technologies? 
 
Also our qualita8ve analysis of the future scenarios demonstrated the importance of these 
posi8ve/nega8ve, op8mist/pessimist and utopian/dystopian binary opposi8ons, which 
connects to our discussion of antagonism/agonism in Sec8on 2. They opposi8ons will be 
used to structure our analysis, thus producing two sec8ons, where in the case of the 
fantasies of nega8vity sec8on four types of scenarios are dis8nguished, with a number of 
actor-related varia8ons. In the case of the signs of posi8vity and hope sec8on, we iden8fied 
two types of scenarios, again with a series of varia8ons. 
 
4.3.1. Fantasies of nega+vity 
 
The first reoccurring dystopian scenario is the power take-over, where a par8cular field of 
the social is predicted to centralize power, at the expense of the remaining parts of society 
and the broad populace. Here we can find two varia8ons, with the first focussing on the 
media corpora8ons and technology assemblage. One scenario card here refers to “Master AI 
walking the streets”9 (Scenario card 4 — Sofia 1), a scenario which is described by S1_110 as 
“some kind of radical ‘overtaking’ by the machinery and algorithms” (S1_1, Sofia 1 Delphi+ 
workshop). Another card from the same Delphi+ workshop men8ons “Corporate pla;orms 
take over” (Scenario card 5 – Sofia 1). During the discussions, two Delphi+ workshop 
par8cipants explain the laKer scenario as follows, showing the entanglement of discursive 
and material dimensions: 
 

“S1_2: I think the real ques8on is how they will take over. And how […] this [is going 
to] happen, is that they use their algorithms to basically change public opinion any 
way they like, so for example they can make people do what they like. […]  
The way I can imagine it, is that they can basically control elec8ons with their 
algorithms and using this they can for example blackmail par8es, they can achieve 
total control over par8es, they can say: We can decide who wins and then they can 
use that as sort of a leverage, and basically, for example, they can … I mean, that’s 
probably the way they will control, like controlling public opinion, because poli8cs 
depends on public opinion. […] 

 
9 Spelling errors in the data were corrected. No other changes were implemented. 
10 The par(cipants’ names have been anonymized. The first part of the code refers to the loca(on of the 
Delphi+ workshop, while the second part, acer the underscore, is a unique number. The second part of the 
code of subgroup moderators is “Mod”. 
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Force the states to adopt favourable rules. We could also have some sort of, like 
maybe they make people so angry, they elect some types of fascists that remove 
democracy completely.  
S1_3: I thought about this because … like we are talking about the European Union 
and we’re talking about Europe as democracy, but the control can lead to a 
totalitarian society” (S1_2 and S1_3, Sofia 1 Delphi+ workshop). 

 
The other varia8on has a more military dimension, ar8cula8ng the military and technology 
in one assemblage, which tends to be more material in its focus. One of the scenarios 
discussed at the Malmö Delphi+ workshop is en8tled the “Robo8za8on of IRL Conflict” 
(Scenario card 10 – Malmö), which refers to the development of autonomous weapon 
systems. As M_1 summarizes it: “the killer drones and automated killings is of course the 
thing in the pessimis8c” [scenario]” (M_1, Malmö Delphi+ workshop). One of the Rome 
Delphi+ workshop scenario cards is even more dark, describing a scenario with “Robots 
taking lethal ac8on against civilian popula8on, suppressing protests” (Scenario card 18 – 
Rome). In an ironic interven8on, M_2 (Delphi+ Malmö workshop) describes this type of 
scenario in the following terms: 
 

“Also, let's not forget the wonderful things that could happen if we add automated 
control systems to all the really physically deadly weapons we have and, you know, 
'cause like manning border fences, which seems to be a really popular thing right 
now … I mean, that's much cheaper … if you just get some robot turret that some 
company in Texas makes for you. Yeah, you know, guaranteed to only shoot at 
genuine intruders. What could possibly go wrong? Yeah, the robo8za8on of physical 
conflict” (M_2, Delphi+ Malmö workshop). 

 
The second reoccurring dystopian scenario focusses on the intensifica+on of armed conflict 
(with some references to grey war conflicts that approximate armed conflict). Again, we can 
find a varia8on focussing on the media corpora8ons and technology assemblage. One 
scenario card, for instance, starts with referring to the fragmenta8on of society by 
algorithms, but then adds that “A civil war can erupt” (Scenario card 6 – Sofia 1). During the 
discussion of this scenario, S1_2 explains this scenario as follows: 
 

“Very drama8c. Algorithms fragment society, let’s start with this, people develop 
diverging views of reality, people’s view of reality start to diverge. You know the main 
issue here is that people are no longer able to act collec8vely because they cannot 
connect with each other. Yeah, all these different groups cannot come together, to do 
something together, right? So for example, they cannot come together behind let's 
say one party, they fragment in many different small frac8ons. […] Actually, this can 
lead to a civil war. People can actually start killing each. That is actually [a] realis8c 
scenario. Ok, so civil war can erupt” (S1_2, Sofia 1 Delphi+ workshop). 

 
Similarly, another scenario card men8ons: “Pla;orms increase the spread of misinforma8on. 
Some echo chambers will lead to establishing mili8a” (Scenario card 17 – Malmö), where 
discursive (media) prac8ces are seen to have strong material consequences. During this 
Delphi+ workshop, M_1 describes the scenario in the following terms: “Social media are 
crea8ng echo chambers who are crea8ng new mili8as in the US, which are ready for civil 
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war. […] They are arming the ci8zens.” But he then adds: “Or maybe that’s [too] pessimis8c. 
There will probably not be a civil war. I hope. I mean: I don’t know” (M_1, Malmö Delphi+ 
workshop). Another example is one of the Rome scenario cards, which states: 
“Communica8on as a weapon. AI technologies as weapon/war instruments” (Scenario card 
21 – Rome). A similar scenario is the “Mass use of psyops”11 scenario (Scenario card 24 – 
Rome), which one of the par8cipants of this Rome Delphi+ workshop, R_1, formulates this as 
follows: 
 

“I mean, so this is [about] how informa8on is for the mass use of psyops. So, this 
relates to war, cyber war. So informa8on becomes subjected to the military strategy 
of the moment, the context of which informa8on is increasingly militarized” (R_1, 
Rome Delphi+ workshop). 

 
In discussing the role of the media corpora8ons and technology assemblage, also the link 
between war and capitalism is emphasized, which again brings in a deeply material 
dimension. One example is scenario card 8 (Sofia 1), which men8ons the following: “Super 
rich people interfering in the war (Elon Musk),” where one of par8cipants of the Sofia 1 
Delphi+ workshop, S1_4, says “imagining in the future having like a small conglomerate, like 
couple of people ...” (S1_4, Sofia 1 Delphi+ workshop). The clearest example, though, is the 
scenario card en8tled “Entrepreneurship of the war” (Scenario card 35 — Sofia 2), whose 
discussion starts with S2_1 staying “Who controls the algorithm controls the baKlefield” 
(S2_1, Sofia 2 Delphi+ Workshop). S2_3 then points out that “the developing designers, the 
big brains, big IT brains” will produce new technologies, and will not “share this knowledge”. 
Instead, “you are going to do a new algorithm which will be beKer than [those before], and 
someone is going to pay for this algorithm, and you will be here. You will become richer” 
(S2_3, Sofia 2 Delphi+ Workshop). 
 
A second assemblage, similar to the actor-structure of the power take-over scenario, 
revolves around the military and technology assemblage, which brings us more to the 
material dimensions of antagonism, with, for instance, one of the essays having the 
following 8tle “Technical progress opens for Weapons of Mass Destruc8on” (Essay D). Less 
strong in its formula8on is the scenario card 23 (Rome) which placed more emphasis on 
“cyber war”, which will become “the direc8on; making war more effec8ve; anything is 
possible. No WW3; conflicts more fragmented.” During the summarizing phase at the Rome 
Delphi+ workshop, one of the subgroup moderators, R_Mod, describes this scenario as 
follows: 
 

“there's not going to be [something] like Terminators, super smart drones and what 
not. But the use of media, the development of media and data would be higher … 
That's the technological direc8on. They'd be used as weapons. Also in terms of 
economic specula8on and economic aKacks […]: I know where your power centrals 
are. I'm going to destroy the power plant” (R_Mod, Rome Delphi+ workshop). 

 

 
11 PSYOPS refers to psychological opera(ons. Similar to propaganda, the methods of PSYOPS place more 
emphasis on the psychological dimensions.  
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A third nega8ve scenario, which is less dystopian, s8ll focusses on conflict intensifica+on, 
but this scenario approaches conflict more as a democra+c conflict, which some 
connec8ons with (less intense versions of) grey zone conflict. Again, we can find the two 
main assemblages, ar8culated in par8cular varia8ons. First, there is the role of the media 
corpora8ons and technology assemblage, where again many of the discursive elements of 
pla;orms strengthening antagonis8c conflict (see Sec8on 2 of this text) were men8oned. 
The role of this assemblage in (democra8c) conflict intensifica8on is illustrated by scenario 
card 15 (Malmö) which states that “algorithm[s] causing hypes, based on fake news; leaving 
undesirable/ unverified results.” Another scenario card has a similar future perspec8ve, 
men8oning “Culture wars caused by the algorithms” (Scenario card 25 — Rome). Here, we 
can also find links to grey zone conflict, with a scenario described as “Propaganda will be 
stronger (through digital media),” with “Cyber war intensifica8on” as 8tle (Scenario card 1 — 
Sofia 1). During the Rome Delphi+ workshop summarizing phase, one of the par8cipants, 
R_1, summarizes a similar scenario, star8ng from “A confronta8on between China on one 
side […] and the US-led Western group on the other side,” but then also arguing that each 
‘block’ will be dominated by a “hegemonic power”: 
 

The “balkaniza8on of the Internet also means that we'll have increasingly 
regionalized forms of Internet informa8on. [They] will be increasingly regionalized, 
again controlled by the hegemonic power within those spheres of influence. In this 
scenario, the only real form of resistance that we could imagine was really kind of 
dropping out, stopping the use of cell phones, using the Internet as less as possible” 
(R_1, Rome Delphi+ Workshop). 

 
Secondly, the military and technology assemblage again features in a second varia8on. One 
example here is scenario card 24 (Rome), which states that “Informa8on becomes subjected 
to military strategy of the moment. The militariza8on of informa8on, the deployment of 
deep fakes at the service of the military strategy.” Here, even though armed conflict is not 
the focus, we can find a concern with the increased grip of the military over the discursive-
material world of communica8on. This is captured by R_2, during the Rome Delphi+ 
workshop, when he refers to: 
 

“The deployment of communica8on technologies to influence both kinds … Your 
domes8c popula8on as well as the enemy popula8on; what some have called 5th 
genera8on warfare, so the mass use of psychological manipula8on techniques, 
through both the tradi8onal media and—but especially—the Internet […]  
Informa8on becomes completely subordinated to the military strategy of the 
moment” (R_2, Rome Delphi+ workshop). 

 
The fourth and last nega8ve scenario moves away from conflict, and focusses more on the 
harm inflicted on the environment and society. Actors, in this scenario, are less outspokenly 
present, as the emphasis is more on processes and the harmful consequences of human 
ac8vity (in general). S8ll, one varia8on is centred around the capitalist assemblage, for 
instance, when it concerns the material impact of technology on the labour market, as is 
illustrated by essay en8tled “AI Replaces Jobs” (Essay C). Also more criminal profit-seeking 
ac8vi8es are included here, with scenario card 15 (Malmö) illustra8ng this: “Technology 
being used by criminal groups to scam or rob people.”  
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But the main vic8m of the harm discussed in these scenarios is the environment, with the 
cause some8mes connected with capitalist ac8vity, and some8mes broadened to human 
ac8vity in general, driven by a “greater realiza8on of what we thought was the immaterial 
non-place of the internet, which turns out to be a fairly material place indeed” (M_2, Malmö 
Delphi+ workshop). An illustra8on of the link between environmental damage and capitalism 
can be found in the scenario card 14 (Malmö) which talks about “Space mining. E-waste 
dumping into Global south. Another chance for colonialism or dumping it into the space.” 
The same par8cipant, M_2, explains the first part of the card as follows: “the new 
extrac8vism will be precisely aimed at that, […] all those […] places where people who don't 
have a lot of money” (M_2, Malmö Delph+ workshop). M_3, in the same group, adds: 
“Maybe they will need to decide if they want to give another chance to colonialists in our 
own Earth or go into space. I'm being very science fic8on here” (M_3, Malmö Delph+ 
workshop). 
 
A more general example, called the “Matrix scenario” (referring to the film tetralogy), talks 
about “Mind separated from body, you don’t care about trees, rivers, pollu8on” (Scenario 
card 2 — Sofia 1). S1_1 explains this scenario, which is a metaphor for the detachment from 
environmental damage through the luxuries of everyday life, more in detail: 
 

“This is the Matrix scenario, when you think you're living in a different environment 
but your body is just put in a tank with fluids and you don’t care if the environment is 
polluted or not. Because you are living in the other environment and your other 
environment could be perfect, so you don’t care about the planet, you don’t care 
about the trees or pollu8on or whatever, because you basically func8on in another 
environment. […] [In] this scenario that we stopped caring about the environmental 
impact just because we’re completely replaced” (S1_1, Sofia 1 Delphi+ workshop). 

 
 
4.3.2. Signs of posi+vity and hope 
 
In the onslaught of nega8vity, there are nevertheless a number of scenarios that are more 
posi8ve and hopeful, emphasizing the agonizing role of technology. Not surprisingly, these 
scenarios are mostly related to democra8c conflict, although some of them shig into grey 
zone conflict scenarios. Here, the main cluster is centred around the role of suprana+onal 
organiza+ons, with the European Union being allocated a prominent role, with ogen a 
strong emphasis on the material dimensions of regula8on. One illustra8on can be found in 
the Malmö Delphi+ workshop, where the following dialogue ini8ated one of these 
discussions about the role of suprana8onal organiza8ons:  
 

“M_Mod (subgroup moderator): Shall we go on to the more op8mis8c? Destruc8ve 
tech. We don’t have an op8mis8c view of destruc8ve tech. 
M_1: That must have something to do with regula8on and revitalizing UN and EU 
stock value” (M_Mod and M_1, Malmö Delphi+ workshop). 

 
A more specific example of this type of scenario is captured on scenario card 30 (Sofia 2), 
which says “European ins8tu8ons will take the leadership, the EU government will control 
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and provide safe digital space.” Another example, focussed more on the European defence 
capacity is scenario card 26 (Rome), which states: The “European defence system for data 
[becomes] less reliant on IT infrastructure.” A more crea8ve example is the scenario en8tled 
“EU as a reserva8on”, which describes the “let's make EU offline” idea, a scenario which is 
said to produce the “hippies of the 21th century”, who will s8ll be “protected by electronics” 
(Scenario card 32, Sofia 2). S1_5 explains this scenario as follows: 
 

“Why don't we make Europe a reserve area, like the Indians [sic] in United States and 
we'll solve all the problems with technology […]. Just go farming. Just go organic 
farming. So a US reserva8on. Yeah, like just like the reserve areas, let's make Europe 
... […] Go organic, free … Or who wants to be online: Go to China, go to the United 
States” (S1_5, Sofia 1 Delphi+ workshop). 

 
Related to the focus on suprana8onal organiza8ons we also find the outline of a more 
cosmopolitan future, as is illustrated by the scenario en8tled “United world”, which imagines 
that “All countries play equal role into the debate to prevent cyberwar” (Scenario card 33, 
Sofia 2). The development of this scenario starts from S2_2’s words, when he argues not to 
be too restric8ve by only focussing on Europe, and says: “Europe has to be equal part of the 
world.” He adds that “actually every state has to be kind of equal parts” (S2_2, Sofia 2 
Delphi+ workshop). One of the subgroup moderators, S2_Mod, at the end of this discussion 
summarizes the scenario as follows: “This is United Countries. All the countries work 
together to prevent cyber war. All countries will work together” (S2_Mod, Sofia 2 Delphi+ 
workshop). 
 
While in general the role of Europe is ar8culated with posi8vity, and there are no nega8ve 
scenarios that give a central role to Europe (or the European Union), during some of the 
scenario development discussions, Europe is s8ll framed from a more nega8ve perspec8ve 
(without this making it to the scenario cards). One of these rare examples is formulated by 
R_1, who adds the following to a scenario: 
 

“In this scenario, we also imagine that Europe, the European Union, could play a 
par8cularly nega8ve role because it’s one of the few supernatural ins8tu8ons 
capable of harmonizing social control across na8on states. It could play a nega8ve 
role in terms of how these policies are harmonized across na8on states. And so the 
European Union would play a nega8ve role in this scenario in terms of, you know, 
overseeing kind of the super-state control of informa8on” (R_1, Rome Delphi+ 
workshop). 

 
The second cluster focusses less on ins8tu8ons –even though they s8ll feature in these 
scenarios—but more on cultural change, with its emphasis on the more discursive 
components of agoniza8on. The clearest example is the scenario en8tled the “I Robot 
situa8on”, referring to Alex Proyas’s film from 2004. This scenario imagines a “Mutual 
understanding between machines and humans,” alloca8ng a central role to “Utopian 
pacifists” (scenario card 3 – Sofia 1). Another scenario, en8tled “Cyber-defence for avoid 
destruc8ve technologies” also highlights this cultural change process, by adding “If you want 
to have to work on preven8on we will work on mentality, to improve it” to the scenario card 
(Scenario card 29 — Sofia 2). When discussing this scenario, the par8cipants argue this 
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change in mentality is needed to counter jingois8c tendencies, as is illustrated with S1_6’s 
words: 
 

“If we would like to have preven8on, it should start from the […] awareness [of …] 
values and this comes with the showing of the consequences of what a war can do. 
So people who are in cyberspace are going to [need to see] the reality of killing 
because this is one of the effects. Cyber war is just like every war with the same 
mentality that you, you have to kill. To destroy. Destroy” (S1_6, Sofia 1 Delphi+ 
workshop). 

 
Some of these scenarios are more specific (as the cyber-defence example already illustrates), 
with, for instance, a focus on increased pla;orm accountability (Essay A) or increased data 
and ecological sustainability (Scenario card 27—Rome). An example of the laKer can be 
found in the Malmö Delphi+ workshop, when M_2 says: 
 

“In 20 years I think we could be in a place where I see people are quite serious about 
saying, OK, well, this app is wonderful, but how much processing power does it actually 
take, how many flops, how many joules, how many miles of fiber, in sense of the 
infrastructure all being made visible rather than just rhetorically. So pulling back as a 
result of realiza8on of destruc8on before it's complete” (M_2, Malmö Delphi+ 
Workshop). 
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5. Conclusion 
 
The rela8onship between conflict and communica8on pla;orms is highly complex and 
simultaneously intense, even though care needs to be taken to avoid too media-
determinis8c posi8ons. Par8ally, this complexity is caused by the complexi8es that 
characterize each of the two elements, with, for instance, conflict’s fluid borders between 
violence and non-violence and its role in democra8c socie8es, and the diversity of 
communica8on pla;orms and communica8ve prac8ces. But also the interac8ons between 
conflict and communica8on pla;orms add to this complexity, as, for instance, 
communica8on pla;orms can become ac8vated to either enhance or reduce conflict. This 
brings us to discussions about the non-neutral neutrality of communica8on technologies, 
where these technologies can be deployed in an almost endless set of varia8ons, and where 
the context of that deployment plays a significant role. At the same 8me, communica8on 
technologies are also not neutral, as they have par8cular characteris8cs—or affordances 
(Norman, 1988)—that privilege and facilitate par8cular deployments. We can make a similar 
argument for the non-neutral neutrality of conflict, where conflict can be deployed in a wide 
variety of ways, with again context playing a par8cularizing role. At the same 8me, the 
deployment of conflict ogen triggers par8cular mechanisms that can be hard to control, 
where the dynamics of conflict produces the risk of escala8on, with the ac8va8on of violent 
prac8ces always looming beyond the horizon. 
 
This complexity, but also these par8culari8es, are made visible in the analysis of the future 
scenarios, where the future is constructed by the Delphi+ workshop par8cipants and essay-
writers through the benevolence/malevolence dichotomy. The undesirability of an 
escala8on into violence is very present, whether this is a direct escala8on of conflict into 
armed conflict, the risks brought about by grey zone conflict (with its less intense forms of 
violence), the risks produced by the intensifica8on of democra8c conflict (which can then 
slip into violence) or the risks produced by humans harming themselves and their 
environment. It may not be surprising that in a scenario-building workshop on ‘destruc8ve 
technologies’ the signifiers of destruc8on and violence gain a strong presence, but these 
anxiety-triggering scenarios dominated in par8cular the Delphi+ workshops, quan8ta8vely 
and qualita8vely, pushing the more desirable and benevolent scenarios to the background.  
 
Similarly important is that in many of these scenarios of malevolence, the villains—to use a 
concept from our narratological framework—are limited in number, with two assemblages 
featuring prominently: (1) The media corpora8ons and technology assemblage and (2) the 
military and technology assemblage, which are both associated with risk and distrust. They 
feature prominently, as actors, in these fantasies of nega8vity, while they are more absent in 
the benevolent scenarios. In other words, the Delphi+ workshop par8cipants and essay-
writers problema8ze these assemblages, and do not expect them to play a posi8ve role. 
Moreover, even though the Delphi+ par8cipants and essay-writers express awareness of the 
entangled nature of both assemblages—acknowledging the presence of material and 
discursive components in these two assemblages—they do tend to (over)emphasize the 
discursive component of the media corpora8ons and technology assemblage and the 
material component of the military and technology assemblage, which reduces their 
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complexity and might even lead to an underes8ma8on of their poten8ally problema8c 
nature. 
 
Interes8ngly, the actors are that feature in the posi8ve scenarios are the suprana8onal 
organiza8ons, and in par8cular the European Union, whose interven8ons are seen as 
necessary to protect the ci8zenry against the media corpora8ons and technology 
assemblage and the military and technology assemblage. Even though it is important to 
emphasize that in the more detailed Delphi+ workshop discussions, and in some of the other 
four future scenario analyses (see, for instance, the future scenario analysis on surveillance 
and resistance), Europe and the European Union are problema8zed, the posi8ve ar8cula8on 
of Europe in this context remains remarkable. One could suggest that when it comes to the 
protec8on of the ci8zenry from more extreme problems (such as violence), the more cri8cal 
perspec8ves towards Europe shig to the background. 
 
S8ll, not all scenarios are connected to par8cular actors. Here, we do see a balance, 
between one type of scenario that sees human ac8vity as detrimental (in par8cular, as 
men8oned before, towards the environment), while another type of scenario locates the 
possibility of the crea8on of a more just and fairer world with mechanisms related to 
cultural change, as an overarching principle. Changes to, for instance, the economic 
structures are less outspoken in these more posi8ve scenarios, as the discursive-ideological-
cultural change seems to take precedence over the implementa8on of changes to the 
material-economic structures. But simultaneously, these material-economic structures are 
not ignored, as the capitalist assemblage does feature in the nega8ve scenarios, in 
intersec8on with the media and military logics and prac8ces, thus also becoming framed as 
problema8c. The absence of material-economic structures in the more posi8ve scenarios 
seems to indicate that the Delphi+ workshop par8cipants and essay-writers believe that first 
the mindsets need to change, before economic reform can even be considered. 
 
Finally, when we return to the diversity of roles that communica8on pla;orms can play in 
enhancing or limi8ng conflict, it is remarkable to see how the nega8ve future scenarios 
connect to all roles discussed in this sec8on (see Table 1 and 2), with only the militariza8on 
of civil/military technologies (and spying) being granted less prominence by the Delphi+ 
workshop par8cipants and the essay-writers. In contrast, the roles that communica8on 
pla;orms can play in the agoniza8on of conflict are less diverse and elaborated. This is 
par8ally caused by the smaller number of posi8ve scenarios, but the posi8ve scenarios are 
at the same 8me vaguer, and less detailed in elabora8ng more concrete and prac8cal 
mechanisms to strengthen agonis8c cultures (and, in other words, peace). Here, the 
imagina8on of the Delphi+ workshop par8cipants and the essay-writers par8ally fails them, 
which suggests that there is a need to render these mechanisms more known and visible, in 
order to contribute to the avoidance of the malevolent scenarios, and to the transla8on of 
the benevolent scenarios into the world of the future. 
 
  



 34 

 
6. References 
 
AbboK, Daniel H. (2009). “The XGW Framework”, in Daniel H. AbboK (ed.) The Handbook of 

5GW: A FiPh Genera.on of War? Ann Arbor: Nimble Books, pp. 3-5. 
Ahmad, Piotr (2022). “Digital na8onalism and emergent subfield of na8onalism studies: The 

state of the field and key issues”, Na.onal Iden..es, 24(4): 307-317. 
Allan, Stuart (2009). “Histories of Ci8zen Journalism”, in Stuart Allan and Einar Thorsen (eds.) 

Ci.zen Journalism: Global Perspec.ve, Volume I. New York: Peter Lang, pp. 17-31. 
Allmer, Thomas (2015). Cri.cal Theory and Social Media: Between Commodifica.on and 

Emancipa.on. London: Routledge. 
Amadae, S. M. (2003). Ra.onalizing capitalist democracy: The cold war origins of ra.onal 

choice liberalism. Chicago: University of Chicago Press. 
Anderson, Benedict (2006). Imagined Communi.es: Reflec.ons on the Origin and Spread of 

Na.onalism. London: Verso. 
Andrejevic, Mark (2020). Automated Media. London and New York: Routledge. 
Applebaum, Anne (2018). Twilight of Democracy: The Seduc.ve Lure of Authoritarianism. 

New York: Doubleday. 
Ashcrog, Bill, Griffiths, Gareth, Tiffin, Helen (2000). Post-Colonial Studies: The Key Concepts. 

Oxford: Psychology Press. 
AKon, Chris, Hamilton, James F. (2008). Alterna.ve Journalism. London: Sage. 
Autor, David, Dorn, David, Hanson, Gordon H., Majlesi, Kaveh (2016). “Impor8ng Poli8cal 

Polariza8on? The Electoral Consequences of Rising Trade Exposure”, NBER Working Paper 
22637. 

Bail, Christopher A., Guay, Brian, Maloney, Emily, Combs, Aidan, Hillygus, D. Sunshine, 
Merhout, Friedolin, Freelon, Deen, Volfovsky, Alexander (2020). “Assessing the Russian 
Internet Research Agency’s impact on the poli8cal amtudes and behaviors of American 
TwiKer users in late 2017”, Proceedings of the Na.onal Academy of Sciences - PNAS, 
117(1): 243-250. 

Barder, Brian (2017). “A Former Diplomat’s Reflec8ons on the Vienna Conven8on”, in Paul 
Behrens (ed.) Diploma.c Law in a New Millennium. Oxford: Oxford University Press, pp. 
15–22. 

BarneK, Derek (2010). “The Fallacies of Fourth and Figh Genera8on Warfare”, Small Wars 
Journal, September 13: 1-3, hKps://smallwarsjournal.com/blog/journal/docs-temp/540-
barneK.pdf. 

Bastos, Marco, Farkas, Johan (2019). “‘Donald Trump Is My President!’: The Internet 
Research Agency Propaganda Machine”, Social Media + Society, 5(3): 1-13. 

Becker, Sascha, Fetzer, Thiemo, Novy, Dennis (2017). “Who Voted for Brexit?”, CESifo 
Discussion Paper 1480. 

Benkler, Yokai, Faris, Robert, Roberts, Hal (2018). Network Propaganda: Manipula.on, 
Disinforma.on and Radicaliza.on in American Poli.cs. New York: Oxford University Press.  

Berinsky, Adam J. (2006). Silent Voices: Public Opinion and Poli.cal Par.cipa.on in America. 
Princeton and Oxford: Princeton University Press. 

Blumer, Herbert (1969). Symbolic Interac.onism: Perspec.ve and Method. Englewood Cliffs: 
Pren8ce Hall. 

Bogart, Leo (1972). Polls and the Awareness of Public Opinion. New Brunswick: Transac8on. 



 35 

Boler, Megan, Nemorin, Selena (2013). “Dissent, truthiness, and skep8cism in the global 
media landscape: Twenty-first century propaganda in 8mes of war”, in Jonathan 
Auerbach and Russ Castronova (eds.) The Oxford handbook of propaganda studies. New 
York: Oxford University Press, pp. 395–417. 

Booker, Keith. M. (1994). The Dystopian Impulse in Modern Literature. Westport: Greenwood 
Press. 

Borge-Holthoefer, Jorge, et al. (2011). “Structural and Dynamical PaKerns on Online Social 
Networks: The Spanish May 15th Movement as a Case Study”, Plos One, 
hKps://doi.org/10.1371/journal.pone.0023883 

Bourdieu, Pierre (1998). Masculine Domina.on. Trans. Richard Nice. Stanford: Stanford 
University Press. 

Bourdieu, Pierre, Wacquant, Loïc J. D. (1992). An Invita.on to Reflexive Sociology. Chicago: 
University of Chicago Press. 

Briant, Emma L. (2015). “Allies and Audiences: Evolving Strategies in Defense and 
Intelligence Propaganda”, The interna.onal journal of press/poli.cs, 20(2): 145–165. 

Bruns, Axel (2003). “Gatewatching, not Gatekeeping: Collabora8ve Online News”, Media 
Interna.onal Australia, 107: 31-44. 

Cadwalladr, C., Graham-Harrison, E. (2018). “The Cambridge Analy8ca Files”, Guardian, 17 
March. hKps://www.theguardian.com/news/2018/mar/17/cambridge-analy8ca-
facebook-influence-us-elec8on 

Caiani, Manuela, Paren8, Linda (2013). European and American Extreme Right Groups and 
the Internet. Farnham: Ashgate. 

Cammaerts, Bart (2005). “ICT-Usage Among Transna8onal Social Movements in the 
Networked Society – to Organise, to Mobilise and to Debate”, in Roger Silverstone (ed.) 
Media, Technology and Everyday Life in Europe: From Informa.on to Communica.on. 
Aldershot: Ashgate, pp. 53–72. 

Cammaerts, Bart (2007). “Media and communica8on strategies of glocalized ac8vists: 
beyond media-centric thinking”, in Bart Cammaerts and Nico Carpen8er (eds.) Reclaiming 
the Media: Communica.on Rights and Democra.c Media Roles. Bristol: Intellect, pp. 265-
288. 

Cardoso, Gustavo, et al. (2023). Deliverable 2.2: PlaHormisa.on of News in 10 Countries. 
EUMEPLAT. hKps://www.eumeplat.eu/wp-
content/uploads/2023/03/D2.2_Pla;ormisa8on-of-News-in-10-Countries.pdf 

Carpen8er, Nico (2011a). “The ideological model of war: Discursive media8ons of the Self 
and the Enemy”, in Nancy Billias and Leonhard Praeg (eds.) Crea.ng Destruc.on: 
Construc.ng Images of Violence and Genocide. Amsterdam/New York: Rodopi, pp. 13–38. 

Carpen8er, Nico (2011b). Media and Par.cipa.on: A Site of Ideological-Democra.c Struggle. 
Bristol: Intellect. 

Carpen8er, Nico (2017). The discursive-material knot: Cyprus in conflict and community 
media par.cipa.on. New York: Peter Lang. 

Carpen8er, Nico (2022). “The disloca8on of the empty signifier freedom as a tool in global 
poli8cal struggles: A case study on RT’s mini-series How to watch the news”, Javnost/The 
Public, 29(1): 66–81. 

Carpen8er, Nico, Cannizzaro, Sara, Doudaki, Vaia, Hroch, Milos, Miconi, Andrea, 
Papathanassopoulos, Stylianos (2022). D1.6 - Europeanisa.on: opera.onal defini.on. 
Milan: EUMEPLAT. 



 36 

Carpen8er, Nico, Hroch, Miloš (2023). The EUMEPLAT Delphi+ Workshops: A Manual. Prague: 
EUMEPLAT. 

Carpen8er, Nico, Hroch, Milos, Cannizzaro, Sara, Miconi, Andrea, Doudaki, Vaia (2023). 
“Bridging the Discursive and Material Dimensions of Europeanity and Europeanisa8on: A 
Par8cipatory Seman8c Map Approach”, Observatorio (OBS*), 17(1): 100–133. 

Carruthers, Susan L. (2000). The Media at War: Communica.on and Conflict in the Twen.eth 
Century. London: Macmillan. 

Carson, Andrea (2020). Inves.ga.ve Journalism, Democracy and the Digital Age. New York: 
Routledge. 

Castells, Manuel (2012). Networks of Outrage and Hope: Social Movements in the Internet 
Age. London: Polity. 

Chun, Wendy Hui Kyong (2006). Control and Freedom: Power and paranoia in the age of 
fiber op.cs. Cambridge and London: The MIT Press. 

Ciuriak, Dan (2022). “The Role of Social Media in Russia’s War on Ukraine”, April 8, SSRN, 
hKps://ssrn.com/abstract=4078863 or hKp://dx.doi.org/10.2139/ssrn.4078863 

Clarke, Richard A., Knake, Robert K. (2010). Cyber War: The Next Threat to Na.onal Security 
and What to Do about It. New York: Ecco. 

Coralluzzo, Valter (2015). “Guerre nuove, nuovissime anzi an8che o dei conflim arma8 
contemporanei”, Philosophy Kitchen, 2(3): 11-28. 

Couldry, Nick (2010). Why voice maiers: Culture and poli.cs aPer neoliberalism. London: 
Sage. 

Cusumano, Michael A., Gawer, Annabelle, Yoffie, David B. (2019). Business of plaHorms: 
Strategy in the age of digital compe..on, innova.on, and power. New York: HarperCollins 
Publishers. 

De Landa, Manuel (1991). War in the Age of Intelligent Machines. New York: Zone Books. 
Dean, Jodi (2010). Blog Theory: Feedback and Capture in the Circuits of Drive. London: Polity. 
Dean, Jodi (2016). Crowds and Party. London: Verso. 
Deibert, Ronald, Palfrey, John, Rohozinski, Rafal, ZiKrain, Jonathan (2010). “Europe 

Overview”, in Ronald Deibert, John Palfrey, Rafal Rohozinski and Jonathan ZiKrain (eds.) 
Access Controlled: The Shaping of Power, Rights, and Rule in Cyberspace. Cambridge: MIT 
Press, pp. 279-296. 

Deichman, Shane (2009). “BaKling for Percep8on: Into the 5th Genera8on?”, in Daniel H. 
AbboK (ed.) The handbook of 5GW: A fiPh genera.on of war? Ann Arbor: Nimble Books, 
pp. 6-17. 

DeLanda, Manuel (2006). A New Philosophy of Society. Assemblage Theory and Social 
Complexity. London and New York: Con8nuum. 

Della RaKa, Donatella (2018). Shoo.ng a Revolu.on: Visual Media and Warfare in Syria. 
London: Pluto Press. 

Denisenko, Viktor (2022). “Disinforma8on Analysis and Ci8zen Ac8vism in the ‘Post-Truth’ 
Era: The Case of DebunkEU.org”, in Janis Chakars and Indra Ekmanis (eds.) Informa.on 
Wars in the Bal.c States: Russia’s Long Shadow. Houndmills: Palgrave Macmillan, pp. 169-
186. 

Der Derian, James (2001). Virtuous War: Mapping the Military-industrial-media-
entertainment Network. New York: Basic Books 

Ellis, Carolyn, Adams, Tony E., Bochner, Arthur P. (2010). “Autoethnography: An overview”, 
Forum: Qualita.ve Sozialforschung/Forum: Qualita.ve Social Research, 12(1). 
hKp://www.qualita8ve-research.net/index.php/fqs/ar8cle/view/1589/3095 



 37 

Ellul, Jacques (1973). Propaganda: The Forma.on of Men’s Altudes. New York: Vintage 
Books. 

European Commission (2021). Figh.ng Disinforma.on Across the EU: Mission Possible. 
Brussels: European Commission. 

European Parliament (2018). Ar.ficial Intelligence in Warfare: Opportuni.es and Risks. 
Brussels: European Parliament. 

Featherstone, Mark (2017). Planet utopia: utopia, dystopia and globaliza.on. London: 
Routledge. 

Feldman, Stanley, Zaller, John (1992). “The Poli8cal Culture of Ambivalence: Ideological 
Responses to the Welfare State”, American Journal of Poli.cal Science, 36(1): 258-307. 

FitzGerald, Mary C. (1994). “The Russian military's strategy for ‘sixth genera8on’ warfare”, 
Orbis, 38(3): 457-476. 

Fridman, Ofer, Kabernik, Vitaly, Pearce, James C. (2019). Hybrid Conflicts and Informa.on 
Warfare: New Labels, Old Poli.cs. Boulder: Lynne Rienner Publishers. 

Fritz, Jason R. (2017). China's Cyber Warfare: The Evolu.on of Strategic Doctrine. Lanham: 
Lexington. 

Fuchs, Chris8an (2022). Digital Fascism: Media, Communica.on and Society Volume IV. New 
York: Routledge. 

Galeazzi, Alessandro, Zollo, Fabiana (2022). Deliverable 2.5: An.-European Fake News and 
What to Do. Milan: EUMEPLAT. hKps://www.eumeplat.eu/wp-
content/uploads/2022/11/D2.5_An8-European-Fake-News-and-What-to-Do.pdf 

Galtung, Johan (1998). The Peace Journalism Op.on. Taplow: Conflict & Peace Forums. 
Gartzke, Erik (2013). “The Myth of Cyberwar: Bringing War in Cyberspace Back Down to 

Earth”, Interna.onal Security, 38(2): 41–73. 
Gerbaudo, Paolo (2012). Tweets and the Streets. Social Media and Contemporary Ac.vism. 

London: Pluto Press. 
Gibson, Rachel K., Römmele, Andrea, Ward, Stephen (eds.) (2003). Electronic Democracy: 

Mobiliza.on, Organisa.on, and Par.cipa.on via New ICTs. London: Routledge. 
Ginsburgh, Victor, Perelman, Sergio, Pes8eau, Pierre (2020). “Populism and Social 

Polariza8on in European Democracies”, Working Papers ECARES 2020-27. Brussels: ULB—
Université Libre de Bruxelles. 

Gitlin, Todd (1991). “Bites and Blips: Chunk News, Savvy Talk and the Bifurca8on of American 
Poli8cs”, in Peter Dahlgren and Colin Sparks (eds.) Communica.on and Ci.zenship: 
Journalism and the Public Sphere, London: Routledge, pp. 119-36. 

Givens, Austen D., Gorbachevsky, Max, Biernat, Anita C. (2023). “How Pu8n's Cyberwar 
Failed in Ukraine”, Journal of Strategic Security, 16(2): 96-121. 

Glenn, Jerome C. (2009). “Introduc8on to the Futures Research Methods Series”, in Jerome C. 
Glenn and Theodore Gordon (eds.) Futures Research Methodology — Version 3.0. 
Washington: The Millennium Project, pp. 1-106. 

Glynos, Jason, Howarth, David (2007). Logics of Cri.cal Explana.on in Social and Poli.cal 
Theory. London: Routledge. 

Golan, Gyu J., Lim, Joon Soo (2016). “Third Person Effect of ISIS’s Recruitment Propaganda: 
Online Poli8cal Self-Efficacy and Social Media Ac8vism”, Interna.onal Journal of 
Communica.on, 10: 4681-4701. 

Golovchenko, Yevgeniy (2022). “Figh8ng Propaganda with Censorship: A Study of the 
Ukrainian Ban on Russian Social Media”, The Journal of Poli.cs, 84(2): 639-654. 



 38 

González-Bailón, Sandra (2013). “Online Social Networks and BoKom-up Poli8cs”, SRRN 
paper. hKp:// hKp://papers.ssrn.com/. 

Gordon, Theodore (2009). “Delphi”, in Jerome C. Glenn and Theodore Gordon (eds.), Futures 
Research Methodology — Version 3.0. Washington: The Millennium Project, pp. 1-29. 

Gore, Al (2017). The Assault on reason: Our informa.on ecosystem, from the age of print to 
the era of Trump. London: Bloomsbury. 

Grassmuck, Volker, Thomass, Barbara (2022). Deliverable D1.4: European Media Legisla.on: 
Overview - Milestones in European Media policies and legisla.on, 1990-2020. Milan: 
EUMEPLAT. hKps://www.eumeplat.eu/wp-content/uploads/2022/03/D1.4_European-
Media-Legisla8on.pdf 

Habermas, Jürgen (1974). “The public sphere: An encyclopedia ar8cle (1964)”, New German 
Cri.que, 3 (autumn): 49–55. 

Hahn, Oliver, Stalph, Florian (eds.) (2018). Digital Inves.ga.ve Journalism: Data, Visual 
Analy.cs and Innova.ve Methodologies in Interna.onal Repor.ng. Cham: Palgrave 
Macmillan. 

Hallin, Daniel C. (1986). The “Uncensored War”: The Media and the Vietnam. Oxford: Oxford 
University Press. 

Haschak, Paul G. (1994). Utopian/Dystopian Literature. Metuchen: Scarecrow Press. 
Herzog, Stephen (2011). “Revisi8ng the Estonian Cyber AKacks: Digital threats and 

Mul8na8onal Responses”, Journal of Strategic Security, 4(2): 49–60. 
ICO (2018). Inves.ga.on into the use of data analy.cs in poli.cal campaigns, A report to 

Parliament on 6 November. Cheshire: Informa8on Commissioner’s Office.  
Inayatullah, Sohail (2012). “Futures Studies. Theories and Methods”, in Fernando Gu8errez 

Junquera (ed.) There's a Future: Visions for a Beier World. Madrid: BBVA, pp. 37-65. 
Ingebretsen Carlson, Jim, et al. (2023a). D4.2: Representa8on of Immigra8on in ten 

countries. Milan: EUMEPLAT. hKps://www.eumeplat.eu/wp-
content/uploads/2023/05/D4.2_Representa8on-of-Immigra8on-in-ten-Countries.pdf 

Ingebretsen Carlson, Jim, et al. (2023b). D4.3: Representa8on of Gender in ten countries. 
Milan: EUMEPLAT. hKps://www.eumeplat.eu/wp-
content/uploads/2023/05/D4.3_Representa8on-of-Gender-in-ten-Countries.pdf 

Jacobides, M.G., Lianos, I. (2021). “Regula8ng pla;orms and ecosystems: An introduc8on. 
Industrial and corporate change”, Industrial and Corporate Change, 30(5): 1131–1142. 

Jamali, Reza (2015). Online Arab Spring. New York: Elsevier. 
JoweK, Garth S. (1997). “Toward a Propaganda Analysis of the Gulf War”, in Bradley S. 

Greenberg and Walter Gantz (eds.) Desert Storm and the Mass Media. Cresskill: Hampton 
Press. 

JoweK, Garth S., O’Donnell, Victoria (1999). Propaganda and Persuasion, third edi8on. 
Thousand Oaks: Sage. 

Kahn, Herman (1962). Thinking about the Unthinkable. New York: Horizon Press. 
Kahn, Lina M. (2016). “Amazon’s an8trust paradox”, Yale law journal, 126(3): 710–805. 
Karlén, Niklas (2016). “Historical Trends in External Support in Civil Wars”, in Stockholm 

Interna8onal Peace Research Ins8tute (ed.) SIPRI Yearbook. 2016: Armaments, 
Disarmaments, and Interna.onal Security. Oxford: Oxford University Press, pp. 117–128. 

Kaye, David (2022). “Online Propaganda, Censorship and Human Rights in Russia's War 
Against Reality”, AJIL unbound, (116): 140-144. 

Keeble, Richard, Tulloch, John, Zollman, Florian (eds.) (2010). Peace Journalism, War and 
Conflict Resolu.on. New York: Peter Lang. 



 39 

Kellner, Douglas (1992). The Persian Gulf TV War. Boulder: Westview Press. 
Krepinevich, Andrew F. (1994). “Cavalry to the computer: the paKern of military revolu8ons”, 

The Na.onal Interest, 37(Fall): 31–43.  
Krishnan, Armin (2022). “Figh Genera8on Warfare, Hybrid Warfare, and Gray Zone Conflict: 

A Comparison”, Journal of Strategic Security, 15(4): 14-31. 
Kushner, David (2013). “The real story of Stuxnet”, IEEE Spectrum, 50(3): 48–53. 
Landeta, Jon (2006). “Current validity of the Delphi method in social sciences”, Technological 

Forecas.ng and Social Change, 73(5): 467–482. 
Leitch, Shirley, Pickering, Paul (eds.) (2022). Rethinking Social Media and Extremism. 

Canberra: ANU Press. 
Lind, William S., Nightengale, Keith, SchmiK, John F., SuKon, Joseph W., Wilson, Gary I. 

(1989). “The Changing Face of War: Into the Fourth Genera8on”, Marine Corps Gazeie 
(pre-1994), 73(10): 22-26. 

Lind, William S., Thiele, Gregory A. (2015). 4th Genera.on Warfare Handbook. Kouvola: 
Castalia House. 

Lukito, Josephine (2020). “Coordina8ng a Mul8-Pla;orm Disinforma8on Campaign: Internet 
Research Agency Ac8vity on Three U.S. Social Media Pla;orms, 2015 to 2017”, Poli.cal 
Communica.on, 37(2): 238-255. 

Lynch, Jake (2008). Debates in Peace Journalism. Sydney: Sydney University Press. 
Lynch, Jake, Galtung, Johan (2010). Repor.ng Conflict: New Direc.ons in Peace Journalism. 

Brisbane: Queensland University Press. 
Lynch, Jake, McGoldrick, Annabel (2005). Peace Journalism. Stroud: Hawthorn Press. 
Lynn, William J. III (2010). “Defending a New Domain: The Pentagon’s Cyberstrategy”, 

Foreign Affairs, 89(5): 97–108. 
Lyon, David (2018). The Culture of Surveillance. London: Polity. 
Manjoo, Farhad (2008). True Enough: Learning to Live in a Post-fact Society. Hoboken: John 

Wiley & Sons. 
Mansoor, Peter R. (2012). “Introduc8on”, in Williamson Murray and Peter R. Mansoor (eds.) 

Hybrid Warfare: Figh.ng Complex Opponents from the Ancient World to the Present. 
Cambridge: Cambridge University Press, pp. 1-17. 

MargeKs, Helen, John, Peter, Hale, ScoK, Yasseri, Taha (2015). Poli.cal Turbulence: How 
Social Media Shape Collec.ve Ac.on. New Haven: Yale University Press. 

Marx, Karl, Engels, Friedrich (2006). “Ruling class and ruling ideas”, in John Storey (ed.) 
Cultural theory and popular culture: A Readern 3rd edi.on. Essex: Pearson, pp. 68-69. 

MaKelart, Armand (1991). La communica.on-monde: Histoire des idées et des strategies. 
Paris: La Découverte. 

Mazarr, Michael J. (2015). Mastering the Gray Zone: Understanding a Changing Era of 
Conflict. Carlisle Barracks: Strategic Studies Ins8tute and U.S. Army War College Press. 

McLuhan, Marshall, Fiore, Quen8n (1968). War and Peace in the Global Village. Bantam: 
Gingko Press. 

McMinimy, Kayla, Winkler, Carol K., Lokmanoglu, Ayse Deniz, Almahmoud, Monerah (2023). 
“Censoring Extremism: Influence of Online Restric8on on Official Media Products of ISIS”, 
Terrorism and Poli.cal Violence, 35(4): 971-987. 

Mihelj, Sabina, Jiménez Mar~nez, César (2021). “Digital Na8onalism: Understanding the role 
of digital media in the rise of ‘new’ na8onalism”, Na.ons and Na.onalism, 27: 331-346. 



 40 

Miller, Toby (2011). “The Media-Military Industrial Complex”, in Steven Best, Richard Kahn, 
Anthony J. Nocella II and Peter McLaren (eds.) The Global Industrial Complex: Systems of 
Domina.on. Lanham: Rowman & LiKlefield. pp. 97–115. 

MiKs, Tamar (2022). “Countering Violent Extremism and Radical Rhetoric”, Interna.onal 
Organiza.on, (76): 251–272. 

Mouffe, Chantal (1993). “Poli8cs and the Limits of Liberalism”, Chantal Mouffe (ed.) The 
Return of the Poli.cal. London: Verso, pp. 135–154. 

Mouffe, Chantal (1996). “Deconstruc8on, Pragma8sm and the Poli8cs of Democracy”, 
Chantal Mouffe (ed.) Deconstruc.on and Pragma.sm. Simon Critchley, Jacques Derrida, 
Ernesto Laclau, and Richard Rorty. London and New York: Routledge, pp. 1–12. 

Mouffe, Chantal (2000). The Democra.c Paradox. London: Verso. 
Mouffe, Chantal (2005). On the Poli.cal. London: Routledge. 
Murray, Williamson, Mansoor, Peter R. (eds.) (2012). Hybrid Warfare: Figh.ng Complex 

Opponents from the Ancient World to the Present. Cambridge: Cambridge University 
Press. 

Najžer, Brin (2020). The Hybrid Age: Interna.onal Security in the Era of Hybrid Warfare. 
London: I. B. Taurus. 

Norman, Donald A. (1988). The Design of Everyday Things. New York: Basic Books.  
Nye, Joseph S. Jr. (2016/17). “Deterrence and Dissuasion in Cyberspace”, Interna.onal 

Security, 41(3): 44–71. 
Pan, Shi Qing, Vega, Maria, Vella, Alan J., Archer, Brian H., ParleK, G. R. (1996). “A mini-Delphi 

approach: An improvement on single round techniques”, Progress in Tourism and 
Hospitality Research, 2(1): 1-109. 

Pariser, Eli (2011). The Filter Bubble: What the Internet Is Hiding from You. London: Penguin. 
Poli, Roberto (2018). “A note on the classifica8on of future-related methods”, European 

Journal of Futures Research, 6(1): 15. 
Pondy, Louis R. (1967). “Organisa8onal Conflict: Concepts and Models”, Administra.ve 

Science Quarterly, 12: 296–320. 
Propp, Vladimir (1968). Morphology of the Folk Tale. Aus8n: University of Texas Press. 
Robinson, John B. (1988). “Unlearning and Backcas8ng: Rethinking Some of the Ques8ons We 

Ask about the Future”, Technological Forecas.ng and Social Change, 33: 325-338. 
Saldaña, Johnny (2013). The Coding Manual for Qualita.ve Researchers. London: Sage. 
San-Jose, Leire, Retolaza, Jose Louis (2016). “Is the Delphi method valid for business ethics? A 

survey analysis”, European Journal of Futures Research, 4(1): 19. 
Saunders, Robert A. (2011). Ethnopolitcs in Cyberspace: The Internet, Minority Na.onalism, 

and the Web of Iden.ty. Lanham: Lexington Books. 
Seefried, Elke (2014). “Steering the future: The emergence of ‘Western’ futures research and 

its produc8on of exper8se, 1950s to early 1970s”, European Journal of Futures Research, 
2(1): 29.  

Sevignani, Sebas8an (2016). Privacy and Capitalism in the Age of Social Media. London: 
Routledge. 

Sherry, Samantha (2015). Discourses of Regula.on and Resistance: Censoring Transla.on in 
the Stalin and Khrushchev Era Soviet Union. Edinburgh: Edinburgh University Press. 

Sholy, Casandra N. (2023). “The Militariza8on of Video Games”, Major Papers, 246. 
hKps://scholar.uwindsor.ca/major-papers/246. 

Shultz, Richard H. Jr., Godson, Roy (1984). Dezinformatsia: Ac.ve Measures in Soviet 
Strategy. Washington: Pergamon-Brassey. 



 41 

Simons, Geoff (1998). The Vietnam Syndrome. Impact on US Foreign Policy. Houndmills and 
London: Palgrave MacMillan. 

Simons, Greg (2016). Mass Media and Modern Warfare: Repor.ng on the Russian War on 
Terrorism. London and New York: Routledge. 

Singer, Peter W., Brooking, Emerson T. (2018). LikeWar: The Weaponiza.on of Social Media. 
Boston: Eamon Dolan Book. 

Singh, J. P. (2013). “Media and Peacebuilding”, in Craig Zelizer (ed.) Integrated Peacebuilding: 
Innova.ve Approaches to Transforming Conflict. Boulder: Westview Press, pp. 225–247. 

Spivak, Gayatri Chakravorty (1985). “The Rani of Sirmur: An Essay in Reading the Archives”, 
History and Theory, 24(3): 247–272. 

Stewart, Ian, Carruthers, Susan L. (1996). “Introduc8on”, in Ian Stewart and Susan L. 
Carruthers (eds.) War, Culture and the Media. Representa.ons of the Military in 20th 
Century Britain. Trowbridge: Flicks Books, pp. 1–4. 

Street, John (2001). Mass Media, Poli.cs and Democracy. Houndmills: Palgrave. 
Sunstein, Cass (2017). #Republic: Divided Democracy in the Age of Social Media. Princeton: 

Princeton University Press. 
Sunstein, Cass (2021). Liars: Falsehoods and Free Speech in an Age of Decep.on. New York: 

Oxford University Press. 
Taithe, Bertrand, Thornton, Tim (1999). “Propaganda: A Misnomer of Rhetoric and 

Persuasion?”, in Bertrand Taithe and Tim Thornton (eds.) Propaganda: Poli.cal Rhetoric 
and Iden.ty 1300-2000. Phoenix Mill: SuKon Publishing. 

Taylor, Philip M. (1995). Muni.ons of the Mind: A History of Propaganda from the Ancient 
World to the Present Era. Manchester: Manchester University Press.  

Taylor, Philip, Snow, Nancy (2006). “The Revival of the Propaganda State: US Propaganda at 
Home and Abroad since 9/11”, Interna.onal Communica.on Gazeie, 68(5–6): 389–407. 

Vacca, John R. (ed.) (2020). Online Terrorist Propaganda, Recruitment, and Radicaliza.on. 
Boca Raton: CRC Press. 

Van Creveld, M. (1989). Technology and war from 2000 BC to the present. Free Press, New 
York. 

Ververis, Vasilis, Marguel, Sophia, Fabian, Benjamin (2019). “Cross-Country Comparison of 
Internet Censorship: A Literature Review”, Policy & Internet, 12(4): 450-473. 

Virilio, Paul, Lotringer, Sylvère (1997). Pure War. Amsterdam: Semiotext(e). 
Vu, Anh V., Thomas, Daniel R., Collier, Ben, Hutchings, Alice, Clayton, Richard, Anderson, 

Ross (2023). “Gemng Bored of Cyberwar: Exploring the Role of Civilian Hack8vists in the 
Russia-Ukraine Conflict”, arXiv: arXiv:2208.10629 [cs.CR]. 

Wallensteen, Peter (1991). “The Resolu8on and Transforma8on of Interna8onal Conflicts: A 
Structural Perspec8ve”, in Raimo Väyrynen (ed.) New Direc.ons in Conflict Theory: 
Conflict Resolu.on and Conflict Transforma.on. London: Sage, pp. 129–152. 

Walton, Calder (2023). Spies: The epic intelligence war between east and west. New York: 
Simon & Schuster. 

Warner, Michael (2017). “Intelligence in Cyber—and Cyber in Intelligence”, in George 
Perkovich and Ariel E. Levite (eds.) Understanding Cyber Conflict. Washington: 
Georgetown University Press, pp. 17–29. 

Wilson, Christopher, Dunn, Alexandra (2011). “Digital Media in the Egyp8an Revolu8on: 
Descrip8ve Analysis from the Tharir Data Sets”, Interna.onal Journal of Communica.on, 
5: 1248-1272. 



 42 

Winkler, Jens, Moser, Roger (2016). “Biases in future-oriented Delphi studies: A cogni8ve 
perspec8ve”, Technological Forecas.ng and Social Change, 105: 63–76.  

Woolley, Samuel C., Howard, Philip N. (2018). “Introduc8on: Computa8onal Propaganda 
Worldwide”, in Samuel C. Woolley and Philip N. Howard (eds.) Computa.onal 
Propaganda: Poli.cal Par.es, Poli.cians, and Poli.cal Manipula.on on Social Media. 
Oxford: Oxford University Press, pp. 3–18. 

Youmas, William L. (2014). “Al Jazeera English’s Networked Journalism during the 2011 
Egyp8an Uprising”, in Saba Bebawi and Diana Bossio (eds.), Social Media and the Poli.cs 
of Reportage: The “Arab Spring”. New York: Palgrave MacMillan, pp. 56-78. 

Zollo, Fabiana (2019). “Dealing with digital misinformation: A polarised context of narratives 
and tribes”, EFSA Journal, 10.2903/j.efsa.2019.e170720. 

Zuboff, Shoshana (2019). The Age of Surveillance Capitalism: The Fight for a Human Future 
and the new Fron.ers of Power. London: Profile Books. 

 
 
 



 

 
 
 
 

Get in touch 
 
 

info@eumeplat.eu www.eumeplat.eu 




