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1  Introduction 
The goal of this document is to explicit both the procedures implemented in order to 

design a framework for studying the platformization of news in Europe (WP2, task 2.1) and the 
tasks that are due for the research of the issue in the 10 countries included in the EUMEPLAT 
project (WP2, task 2.2). The document will develop in two stages. First describing in detail the 
tests made for the development of the framework and the choices taken in its design. And, 
second, describing in detail the envisaged implementation of the framework, in order to 
respond to the research questions. The first part has to do with design, the second with 
implementation. 

The goal of Work Package 2 is to study “fake news” and the platformization of 
journalism (between months 1 and 20). Task 2.1 and 2.2 of this WP refer specifically to the 
“Platformization of News in Ten Countries” (between months 1 and 16). This document is the 
deliverable 2.1 and is due in month 6 of the EUMEPLAT PROJECT. The research regarding 
the “Platformization of News in Ten Countries” should start now and its deliverable is due in 
month 16 of this project, which provides 10 months for its implementation. 

In designing this framework, we followed “Platformization” and “Europeanization” as 
the main guidelines, aiming for the study of how information about Europe and Europeans' 
main concerns is published and debated on the main social media platforms in the 10 countries 
participating in the EUMEPLAT project. The research questions are: 1) Which are the most 
relevant issues in European media, and how are citizens debating about them?; and 2) Which 
debate is taking shape at the intersection of top-down [professional] and bottom-up [non-
professional] communication in social media platforms, in the ten countries? 
To address these research questions we devised a quantitative method for extracting a 
significant sample of social media posts and publications on the dimensions to study and a 
qualitative method for its analysis. The four main dimensions in analysis are Europe and the 
three issues of most concern for European citizens according to Eurobarometer (2020), as 
they relate to Europe: Health, Economy and Environment.  

In order to extract the posts that will compose the sample for analysis (procedure 
described in detail later in this document), we established a search query similar in the 10 
countries (for each of the four themes) and collected a list of relevant news media outlets in 
each country. To extract data, we chose the main social media platforms in Europe: Facebook, 
Twitter and YouTube (Statcounter, 2021). By crossing the four search queries with each 
country and each social media platform, filtered by professional or non-professional content - 
we obtain six outputs for each country and each dimension: a) Professional news content on 
Facebook pages; b) User-Generated content on Facebook pages; c) User-Generated content 
on Facebook public groups; d) Professional news content on Twitter; e) User-Generated 
content on Twitter; f) User-Generated content on YouTube. According to the framework we will 
code up to 10 posts or publications on each of the four dimensions on each of the six 
extractions, which means up to 720 posts or publications for each extraction in each country.  
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The framework focuses on a period of three months, extracting posts and publications 
for one month.  

This research does not aim to be diachronic but synchronic. Its goal is not to portray 
the evolution of the debate about the given issues during a given timeframe but rather to 
establish the current state of the debate about the four dimensions in Europe in the three social 
media platforms analysed.  

Regarding the criteria for choosing the posts to be analysed, this framework chooses 
to follow a criteria of relevance within social media, therefore adopting the metrics that the 
social media platforms themselves provide that better suit that goal (again, details for this 
choice will be developed further on this document). In this sense, posts to extract will be 
ordered by interactions (on Facebook), by estimated reach (on Twitter) and by relevance (on 
YouTube). By adopting these metrics (which are the best available in each social media 
platform as a proxy for relevance) we expect that the framework will be able to identify posts 
that were influential on the debate of the given dimensions each month, in each country. The 
posts extracted, of course, are those that correspond to the aforementioned query in each 
language (details on the construction of the queries further on this document). 

With these six extractions for each country/language in each of the four dimensions, the aim 
is to allow cross-analysis between all of them, permitting, for the same timeframe, 
comparisons between different countries/languages (ten countries, 12 languages), different 
social media platforms (Facebook pages and groups; Twitter and YouTube) and different 
dimensions (Europe, Health, Economy, Environment), published by professional news 
producers or non-professional actors. 

 

2 The platformization of news in 
Europe 

The goal of this framework is to address both “Europeanization” and “Platformization 
of News”. Of course, both concepts are highly contested and complex to operationalize. The 
purpose of this framework is precisely to develop an approach to that, proposing a method to 
research how the issues that are most important for Europeans are distributed and debated 
on social media platforms, both by news organizations and general users; and what values, 
concepts or perspectives of Europe are expressed in the way those issues are distributed and 
debated. 

Europeanization is a concept that may have different interpretations and may be 
subject to diverse approach perspectives. It may be understood as a process of transference 
of legitimacy from national sources of power to the European Union. It may also be interpreted 
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as a step in the process of globalization, insinuating some form of post-national organization. 
As an alternative, Europeanization may also come to be viewed as the realization of a pan-
european project that would be the realization of the ultimate national values of the countries 
that comprise it. At last, Europeanization may also refer to a modernization process by which 
some countries get rid of old habits or social/economic structures to align with Europe. 
Common to all of these perspectives is the fact that Europeanization always refers to a 
process. One of the goals of this framework is to try to gauge the expression of these European 
values and processes on the social media platforms upon which news currently predominantly 
circulate. 

Additionally, Europeanization is also a discursive as well as a material concept. 
Therefore, its manifestations in the debate about Europe on social media platforms - either 
authored by the news media or the users - will always result from an assemblage of the 
discursive and the material (Carpentier, 2021). The aim of the framework is also to try to 
capture that assemblage. 

Platformization, on the other hand, can be defined as the penetration of infrastructures, 
economic processes and governmental frameworks of digital platforms in different economic 
sectors and spheres of life, as well as the reorganisation of cultural practices and imaginations 
around these platforms (Poell, Nieborg, van Dijck, 2019). This process is of course also very 
complex and involves co-related processes of datafication, commodification and algorithmic 
distribution (Van Dijck, Poell & De Waal, 2018) that highly influence what information 
Europeans receive and how they interact with it. In particular, recent studies have pointed to 
social media platforms as the primary gateway for consumers to interact with news in most 
developed countries (Newman et al., 2021; Pew Research Report, 2021). This means that not 
only News Media have to reach audiences through those platforms, but also that other actors 
beyond the mainstream news media also have access to those platforms and are actively 
producing and distributing information on it. The goal of this framework is to research precisely 
that. 

 

3 Constructing a methodological 
framework for analyzing the 
platformization of news 

The methodology used to study and understand the platformization of news, as defined 
and viewed in the project's work package 2, falls within digital methods. As mentioned by 
Rogers (2017, p.75) “Broadly speaking, digital methods may be considered the deployment of 
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online tools and data for the purposes of social and medium research” and in a first approach 
this is how we see them. 

However, the use of digital methods goes even further as they take into account the 
medium from which data are collected and its specificities. Omena, following Rogers' work, 
defines digital methods as “a quali-quanti research practice that re-imagines nature, 
mechanisms and native data to web platforms and search engines to study society” (Omena, 
2019, p.6). 

Such positioning and consequent definition makes it necessary, at first, to understand 
the specifics, the digital grammars (e.g. reactions, comments, hashtags, urls) and the 
affordances of the medium where the research will fall into a medium-specificity logic (Omena, 
2019); and, in a second moment, to understand how the approach should be put into practice, 
how the questioning and consequent collection should be designed in order to understand and 
contextualize the meaning of the outputs generated by the collection. 

Through this paradigm, digital methods are seen as “a distinctive strategy for internet-
related research where the Web is considered an object of study for more than online or digital 
culture only.” (Rogers, 2017, p.91) allowing to study dynamics generated from and on 
platforms of and by users. 

It is also an approach to which dynamism and consequent fluidity are associated with 
both the medium, due to the recurrent updates and changes in the platforms, i.e. the media 
where the research takes place, and in the users through their participation. Thus, digital 
methods are associated with a culture of continuous adaptation (Omena, 2019), a way of 
investigating that is different from traditional methods. 

Taking into account the assumption of what digital methods are and the specifics of the 
approach, it is necessary to reflect on how the investigation can be carried out. Questions such 
as What kind of study are we going to perform? What tools are we going to use? How about 
query design? What are the limitations of the method? Those are some of the questions we 
propose to answer. 

 

What kind of study are we going to perform? 

Social media platforms like Facebook, Twitter or YouTube, by the number of users and 
usage frequency, play a central role in daily lives and in daily activities. According to the most 
recent data ("Digital 2021", 2021), Facebook has more that 2,7 billion active monthly users 
worldwide and YouTube over 2,3 billions. Twitter has more than 350 million users worldwide. 
But, even more relevant, according to the research by the Reuters Institute for the Study of 
Journalism, a significant percentage of users of social media affirm receiving most of their 
news through those platforms, 44% on Facebook, 29% on YouTube and 13% on Twitter 
(Newman et al., 2021). Not only by mediating as also by shaping the information and 
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consumption diets, social media platforms are a medium for communication, entertainment, or 
information and a virtual place where the active roles of users have impact in the construction 
of narratives concerning different subjects.  

 
To understand how society expresses itself in social media we will monit platforms with the 
aim of identifying narratives about the dimensions being researched and the 
circulation/distribution of those narratives. The role of users in social media platforms imply 
that there are different kind of actors that contribute for the construction and dissemination of 
narratives while reorganizing communication flows (Coromina, O. & Molina, A.P., 2018). 

Monitoring platforms for analysing the platformization of news in the context of 
europeanization will allow us to identify most relevant posts and operationalize a content 
analysis following four steps of the methodological framework (see Figure 1). 

 

Figure 1: Step by step of methodological framework.  

It 's important to stress that the research will use existing materials developed without 
the researcher’s influence - extant data - and there's no direct contact with individual 
participants (Salmons, 2018). 

The use of digital methods as a method to study and understand the platformization of 
news is combined with an approach focused on grounded theory based on an inductive 
process of data collection, aiming to generate theory based on the collection and systematic 
analysis of data (Strauss & Glaser, 1967).  
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What tools are we going to use? 

CrowdTangle  

The entire data collection process on Facebook is performed exclusively through 
CrowdTangle, a public insights tool owned by Facebook that operates via the available public 
Graph API1. CrowdTangle uses only publicly available data and exclusively tracks public 
content. Data is downloaded from Facebook pages/groups, which are public entities 
(CrowdTangle, 2021). We abide by the terms, conditions, and privacy policies of Facebook. 
We have no access to information about the users who reacted/commented to Facebook 
content on public pages/groups. For each public post, we have the numeric ID and the name 
associated to the publishing account, the message contained within the post, the date and time 
in which the post was initially published, the type of post (link, photo, video etc.), the link 
attached to the post, the post ID, the “story” description associated to the post, the aggregated 
number of likes, comments and shares, and the numeric ID associated to the page in which 
the post is published. Moreover, users’ reactions include the number of reactions each post 
got (“angry”, “hah”, “like”, “sad”, “wow”). We abide by the terms, conditions, and privacy policies 
of Facebook 

Brandwatch 

The entire data collection process on Twitter is performed using a Brandwatch account (owned 
and operated by Iscte-Iul). Brandwatch2 is a commercial information retrieving company that 
operates exclusively within the framework of  the Twitter API3, which is publicly available. We 
use only publicly available data. Users with privacy restrictions are not included in our dataset. 
Data is downloaded from Twitter accounts that are public entities. The tools provided by 
Brandwatch (Brandwatch, 2021)  abide by the terms, conditions, and privacy policies of Twitter. 
Data will include public tweets made on the timelines of public users that correspond to a 
search query, as well as the number of retweets, replies and mentions corresponding to those 
tweets. No personal data from the users will be downloaded other than that which is publicly 
available though the API. We abide by the terms, conditions, and privacy policies of Twitter. 

YouTube Data Tools  

 

1 https://developers.facebook.com/docs/graph-api/ and https://developers.facebook.com/docs/graph-
api/reference/v2.10/comment 

2 https://www.brandwatch.com/blog/brandwatch-and-the-gdpr-what-you-need-to-know/  

3  https://developer.twitter.com/en/docs/api-reference-index  
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The entire data collection process on YouTube is performed using the YouTube Data Tools 
(Rieder, 2015) which are publicly available and operate exclusively by means of the YouTube 
Data V3 API4, which is also publicly available. We used only publicly available data. Users with 
privacy restrictions are not included in our dataset. Data is downloaded from YouTube 
channels that are public entities. We abide by the terms, conditions, and privacy policies of 
YouTube. Data will include all data relative to the published public videos made on public 
channels corresponding to a search query, as well as the number of views, likes, dislikes, 
favorites and comments corresponding to those videos. This would include the timestamp of 
the video, it’s title and caption and tags. No personal data from the users will be downloaded 
other than that which is publicly available though the API. 

 

Step by Step 

3.1 Step 1: Defining the key issues that worry 
european citizens 

The two main concepts behind EUMEPLAT are those of Platformization and Europeanisation.  

Within work package 25 we are focusing on the platformization of news, expressed by the way 
certain key preoccupations of European citizens are displayed on major social media platforms 
(Facebook, Twitter and YouTube), either by the news media or by other actors on such 
platforms.  

To that end, we referred to the Summer 2020 edition of the Europe-wide survey 
Eurobarometer (Eurobarometer, 2020), carried out in 34 countries in Europe, to determine the 
key issues that concerned Europeans. The survey addresses topics such as the political and 
economic situation in Europe, how Europeans perceive their political institutions, attitudes to 
European citizenship and other key policy areas. When asked to elect the two most important 
issues that concern them (see Figure 2), European citizens highlight issues regarding 
economy and finances (positions 1 and 2), immigration (position 3), health (posicion 4) and 
environment and climate (position 5). 

 

 

4 https://developers.google.com/youtube/v3/getting-started  

5 for a deeper description see Project 
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Figure 2: The two main concerns of European. Source: Eurobarometer (2020). 

Also, when we look at the survey results at the national level (see Figure 3), we notice 
some variations in the weight of each issue in each country, but the five referred issues are 
dominant in most of the countries. 
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Figure 3: The two most important issues the European Union is facing - National. Source: 
Eurobarometer (2020). 

Thanking into account this results we have arrived to four major dimensions6 of 
analysis regarding Europe or related to Europe, in the europeanization context of this 
research program that we’ve already discussed: 

- Europe; 
- Health, as it relates to Europe; 

 

6 Note that although immigration was also one of the most relevant preoccupations, such subject is 
addressed on WP4. 



 

14 

 

- Economic situation, as it relates to Europe; 

- Environment, as it relates to Europe. 

 

3.2 Step 2: Constructing a lexical program to search 
social media 

Query design  

Following Rogers (2017) recommendations on query design strategy, it's necessary for us, 
before query design, to define what may be considered a keyword concerning the four major 
dimensions we are researching. The set of  keywords, locally adapted to the different countries' 
lexicon and culture, will compose our lexical program. To reach that goal, we started with a 
few words related to the dimensions of analysis in what contexts those words are being used,  
with which frequency and  by whom. Then, we searched for examples of the use of those 
keywords in various contexts on the internet and social media - in Google searches, Facebook 
and Twitter - and collected the words or concepts that were most frequently associated with 
those words (using affordances provided by the platforms or the tools we are using to study 
them).  You can see examples of that process of keyword search and query construction on 
the annex 1 to this document. 

The idea was to determine what may constitute keywords in our subject taking into 
consideration: 1) the keyword definition as “‘a word which acts as the key to a cipher or code” 
(Stevenson & Lindberg, 2015); 2) the sense that “the available and developing meanings of 
known words” (Williams, 1975, p.13); and 3) “the explicit but as often implicit connections which 
people are making” (Williams, 1975, p.13).  

2.2. Task 1: Constructing the lexical programme 

To obtain the necessary datasets from CrowdTangle, Brandwatch and YouTube Data Tools7 
(tools we are using  for data extraction), we need to define search queries for thata data. The 
construction of the query is a meaningful and determinant step of the subsequent research, 
because the query will generate a specific and unique dataset upon which the analysis will 
dwell and from which results will derive. Therefore, changing the query (remove, change or 
add one or more keywords) will create a different dataset and different results8.  

 

7 For more detail on these tools please refer to section 4 

8 See example of keywords exploration and query construction on annex 1. 
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In this case, the queries will be composed by a set of keywords specific to each one of 
the four dimensions of the research: (1) health, (2) economy, and (3) the environment, all 
combined with (4) Europe.  

After each query is established, it will be inserted into the Crowdtangle, Brandwatch or 
YouTube Data Tools corresponding field to collect the data corresponding to that query and a 
given timeframe. In some cases, that query will be filtered by a given list of news media using 
the corresponding platform (please refer to task 2). In this case, the query is the same, but the 
results - because they are filtered - will be different. From each of these queries (and filters) a 
specific dataset (in csv format) will be created, each dataset corresponding to each dimension 
and each extraction. 

For the development of the queries to use in this research, we started by creating a list 
of keywords in three parts: 

A. Common keywords: Keywords that will be common to all the 10 language queries, for 
each dimension, so as to give a degree of comparability among different countries. 
These keywords were firstly collected via social media through a “grounded” approach 
using snowball sampling. 

B. Other suggestions for common keywords: Keywords that each country felt should 
be common to all countries but were not in the above group. This was a section open 
for contributions from each country. After each country's suggestions, we validated and 
eventually incorporated those keywords into the common group.  

C. Keywords related to national debate: Keywords that are specific to each country, but 
relevant enough in the social media debate so as to be included in the search query. 
Examples: “EstamosOn” (a slogan used by portuguese health authorities on social 
media) or #Fiqueemcasa (hashtag that translates as #stayathome).  
 

The goal of this approach was to allow each country/language in the EUMEPLAT 
project to adapt the most relevant keywords to its language (A) and, at the same time, suggest 
keywords that could be relevant also for the ensemble of the other countries (B). The third 
category was reserved for keywords considered relevant in one country/language (C) but not 
necessarily in the other countries/languages.  

All the keywords had to be inscribed in the country specific language including the most 
relevant declinations. Declinations are important because languages vary in the alternativa 
words they offer to refer to the same issue. For certain countries, more than one language was 
used, to safeguard the fact that the content to research could be expressed in more than one 
language. It is the case of Belgium, where French and Flemish were employed, and the case 
of Spain with Spanish and Catalan. 
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To construct the queries to use in this research, we invited each Partner to fill in the 
Lexicon construction document with A, B and C keywords for each one of the four dimensions. 
There was a specific sheet for each dimension: (1) Health; (2) Economy; (3) Environment; (4) 
Europe. On Figure 4 you can see the look and feel of the document. 

 

Figure 4: Screen Capture of the lexicon construction document (displaying part of the keywords used 
in the “Health” dimension in English and Portuguese). 

There were two fixed columns guiding the filling of the document, one with the order 
and count of the keywords and other with the keyword (and its declinations) in English. This 
was meant to serve as guidance for partners to fill the keywords in their own language (see 
Figure 5). For each language, there are also two columns (Figure 2), one for the keyword and 
other for the declinations of that  keyword.  

Partners fulfilling this lexicon were instructed to translate the keywords into their own 
language not as a literal translation but as a free translation, taking into consideration the word 
that is most commonly used to express that keyword in their language. This is because what 
this framework is aimed at capturing is not the literal use of this list of keywords in each country 
but rather the discourse around those keywords in each language, both by the media and by 
non-professional users. Also, for the same reason, when fulfilling the possible declinations of 
a given keyword, partners were asked to fulfill not all the possible declinations (which, in some 
languages, would be numerous) but only the most relevant declinations (as in “used”). 
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Figure 5: Screen capture of lexicon construction document (displaying the “Health” dimension). Fixed 
columns (English) + language specific columns (Italian). 

Step by step procedure for each country  

For each sheet that corresponds to each dimension these were the steps adopted by each 
partner in the procedure to construct a set of queries similar for all countries: 

1. Select the pair of columns reserved for the partner’s language; 
2. Fill in common keywords and for each one indicate on the adjacent cell the most 

significant declinations. Again: this list of keywords could consist in local adaptations 
of generic words. We did not seek literal translations but rather adaptations of the words 
or concepts listed in each of the 10 EUMEPLAT languages. Also, not declinations were 
to be inscribed; only those considered most relevant regarding their use on social 
media; 

3. If necessary, fill in the second field with other suggestions for common keywords and 
indicate, for each one on the adjacent cells, the most significant declinations; 

4. Fill in keywords related to national debate and for each one indicate on the adjacent 
cell the most significant declinations. 

 

How to determine these 4 sets of keywords? 
To determine the keywords that compose the “common keywords” set, we performed several 
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search queries on Google Search, Google Trends, Facebook and Twitter, using a snowballing 
approach. The goal was to identify the keywords that were most frequently used on search 
and social media, when users of social media platforms referred to the 4 dimensions of the 
study (Health, Economy, Environment and Europe) over the last 12 months.  

For those 4 dimensions, we used 2 or 3 basic keywords and analysed which related 
keywords were most frequently used. Some of those related keywords were then also used as 
initial search keywords, thus generating a snowball effect. The initial keywords used for each 
theme were as follows: 

● Health: “health”; “covid”; “vaccine” 
● Economy: “economy”; “unemployment”; “rising prices/inflation” 
● Environment: “environment”; “climate change”; “global warming” 
● Europe: “europe”; “EU” 

 

Following, there are some examples of an extraction of roughly the same query (Health 
crossed with Europe) for 4 different countries (Portugal, Spain, Italy, Czech Republic) over 7 
days (see Figure 6 to 9 respectively), on Facebook pages. We display only a short selection 
of some of the data available (in these screenshots: page name; page category; total 
interactions; part of the message content). 

 

Figure 6: Example relative to Portugal. 
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Figure 7: Example relative to Spain. 

 

Figure 8: Example relative to Italy. 
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Figure 9: Example relative to Czech Republic. 

2.2. Task 2: Establishing a list of news media  

Taking into account that one of the goals of EUMEPLAT is to analyse the platformization of 
news in Europe, research into how the news media treat the four selected research dimensions 
on social media is necessary. To this end, we will perform a social media data extraction using 
the same set of keywords used on social media, but directed at mainstream news media 
publications on social media platforms. 

To do so, we invited our partners to establish a list of up to the 30 most relevant news 
media outlets present on social media platforms in their country. The goal is to research how 
those news media outlets express their journalism on social media on the four dimensions of 
the study. This approach, of course, aims to investigate in what way news is “platformized” 
around the issues at study and compare that “platformization” with the way non-professional 
users express on those same platforms. 

 

How do we define news media?  

In general, news media are those mass media that provide news coverage for the general 
public or a target public. Before the Internet, news media were what we now call legacy media 
(print, radio, and TV). More recently, online newspapers which follow and reproduce the same 
practices, organization, legal, ethical, and deontological frameworks fall also into the concept 
of news media. 

Recognised media outlets should have mandatory registration as “media” and be supervised 
by a regulatory governmental agency (where available) and have ‘journalistic activity’ produced 
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by ‘journalists’. The regulation aims to ensure civil and penal responsibility of the media. The 
broad legal framework within which the media operate derives in the first instance from 
international law. 

In many EU member States, the material scope of the media regulatory framework is limited 
to audiovisual media services as defined by the AVMS Directive, but in others specific media 
laws establish administrative obligations, such as entering a public register or some form of 
content regulation. 

The news media production must fit into the normative understanding of journalistic 
practice and media integrity, and media companies are required to hire only licensed 
journalists (with a press card, where available). 

Media integrity refers to the ability of a news media outlet to serve the public interest 
and democratic process, making it resilient to institutional corruption within the media system, 
economy of influence, conflicting dependence and political clientelism. Media integrity 
encompasses the following qualities of a media outlet: independence from private or political 
interests; transparency about own financial interests; commitment to journalism ethics and 
standards; responsiveness to citizens. This media transparency reflects the relationship 
between civilization and journalists, news sources and government. 

The exercise of journalism requires prior validation and certification. Journalism 
practice is obliged to fit into a very detailed and strict legal framework, involving several 
evolutionary steps: full compulsory education (different from country to country), peer 
evaluation in a newsroom (as a trainee for up to two years), production of news stories 
published in recognised media outlets (also with mandatory registration and supervised by a 
regulatory governmental agency) and, finally, through an administrative process where each 
candidate has to prove to meet all the requirements necessary to receive a press card, the 
letter constituting a prerequisite to work as a journalist. In several countries, the press card is 
dependent on peer evaluation by the administrative body or professional orders, like 
professionals such as lawyers, medical doctors, architects, etc. 

 

What to Include? 

This part of the project aims to understand how mainstream news outlets cover Europe and 
European issues, contributing to form a certain type of public opinion vis à vis those topics. As 
such, we will only be concentrating on non-alternative online news media that fit into the above 
definition and that cover a broad range of topics. For the purposes of this study, we are not 
focusing on news media that may fall within the ‘niche’ publishing market. News agencies may 
also be included within the scope of online news outlets, particularly due to the fact that many 
of their news pieces end up being assimilated by the mainstream press, both offline and online.  
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The objective then would be to include the most important media in any particular 
country, on the basis of their presence in terms of numbers of followers on social media. 
Although there may be some discrepancy, in some cases, between the analog and digital 
versions of news outlets in terms of audience numbers, we have chosen to define importance 
as corresponding to the number of online followers on the platforms that we are studying. This 
is because the online mainstream news outlets on the basis of which we are performing our 
selection comprise news media that are only digital as well as those that are both analog and 
digital. In our opinion, it only makes sense to focus on the digital as a common element among 
these news media. 

Furthermore, our objective is that of making the selection of online news outlets - 
encompassing press, TV and radio - only on the basis of their impact on social media (i.e. in 
terms of number of followers), rather than on their political slant (i.e. pro-EU and anti-EU; left 
and right-wing; populist and bourgeois). This is because we want to understand the most 
pressing concerns that are articulated on those digital outlets that have the greatest influence 
in terms of public opinion formation in the time-frame that we are studying. The bias of the 
news outlets will not, indeed, be taken into account at this stage of the project. However, it may 
indeed be an important factor to consider when analysing the data arising from this research. 
Analysis of the data itself will comprise another stage of WP2.  

For that, we asked each partner country to deliver a sequentially-ordered list with a 
maximum of 30 mainstream online news media with the highest number of followers on both 
Facebook and Twitter as a total sum (in case any particular medium was represented on only 
one of these platforms, it could be included, as long as its following was within the top 30) . 
This allows us to place all countries on an equal footing, which is important for the purposes 
of comparability, whilst simultaneously introducing a ranking factor, which allows us to account 
for the different media landscapes for different countries. 

Countries, such as Belgium and Spain, which have more than one language, were 
asked to include the dominant and second most dominant languages. This second language 
may require justification, taking into account that other languages may be present as well in 
that national context. Nevertheless, the criteria discussed pointed to the possibility of including 
a second language of a region in which a strong separatist movement existed, which had been 
publicly legitimated in the political public sphere. As such, our Spanish partners included 
Castilian and Catalan, while our Belgian partners included Flemish and French.  
 
Considering what is contextualized above, this is what we asked partners to do when 
establishing the news media lists: 

1. Select the most important online news media (press, TV, Radio or news agency) 
in each country/language, that have presence on social media (Facebook and Twitter 
simultaneously). We consider as news media, the digital mainstream media that produce news 
directed towards a general audience, covering a broad range of topics. Such mainstream 
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generalist online news outlets (such as TV stations, Radio stations, general online news sites 
or news agencies). 

2. Order those news media by their following on social media (Facebook and 
Twitter as a total sum; in case any particular medium is represented on only one of these 
platforms, it can be included, as long as its following is within the top 30) . Please do not 
prioritize the importance of a given news media outlet in the offline world but rather in the online 
world, particularly on social media platforms; 

3. Select up to the 30 most important online news media outlets by the above 
criteria. If you do not have 30 news outlets, please inscribe those that you have. If you have 
more than 30, please restrict your list to 30. 

4. In the case of multi-language countries, please provide a different list of each 
language that you will be using (as the query in one language will only work on news media 
that are written in that language). 

The resulting lists of up to 30 social media accounts (Facebook and/or Twitter) of the 
most relevant mainstream news media for each country (see Figure 10 as an example). Within 
this framework, these 12 media lists (from 10 countries) will be subjected to the same queries 
as general platform users in each country, permitting to compare the way the professional 
news media perform the researched four dimensions on social media in comparison with other 
non-professional users. 

 

 

Figure 10: Example of part of Germany media list. 
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Limitations of the method 

Using digital methods can be a straightforward choice when researching online digital 
platforms. But it also has some important methodological caveats that researchers embracing 
this route should bear in mind, namely taking into account that we will be researching inside 
given platforms and therefore subject to the affordances and limitations of those platforms: 

a) First of all, this framework will be using tools for extracting data from social media 
platforms (Facebook, Twitter and YouTube) that all operate through the authorized API 
(Application Programming Interface) for each of those social media platforms. This 
means that the data points available for research and analysis are only the ones 
that are accessible though those API’s. On the other hand, that also means that all 
those data points are compliant with each platform’s terms and comprise only public 
data, thus ensuring compatibility with GDPR, namely as it relates to data anonymity; 

b) For analysis, we will be considering the 10 most relevant posts each month, on each 
platform, on each of the dimensions that are being researched. That means we will be 
considering that the most relevant posts are those that have had the most 
interactions, reach or relevance (depending on the platform)  in that given month 
(of all the posts on that dimension, as captured by the query). Interactions, reach or 
relevance are a proxy for the quantity of social media users that may have contacted 
with the message contained in each post or publication. But those are metrics 
developed, owned and controlled by the platform; 

c) Furthermore, for each country, we will filter the results by language and/or 
country/geolocalization, in order to filter out results for each country and allow 
comparison between countries. However, we have to pay attention to the fact that each 
platform's API uses different methods to attribute the geolocalization of a 
publication or author and that information is not always available, so some posts 
may not be considered as their country/geolocalization cannot be determined. Also, 
some posts/publications may be directed at countries outside Europe, despite being 
published in Europe. We will have an “off-topic” category to discard those publications 
(as explained later in this document). 

d) Finally, this framework will only provide the analysis with a sample of social media posts 
in a given time frame. Although significant, that sample does not represent the universe 
of publications on social media in that time frame or even the totality of social media 
posts published about the four dimensions of the study. The extraction of posts will limit 
to those that correspond to query and the analysis will focus only on the 10 posts with 
most interactions, reach or relevance each month.  This means that a large number of 
posts about these issues are not captured by the query and, of those that are, only the 
most significant are analysed. 
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3.3 Step 3: Performing a multivariate research to 
determine posts, pages and accounts most 
relevant each month 

For this research program, data will be collected from three different social media platforms: 
Facebook, Twitter and YouTube. For each one of these platforms, specific types of data will 
be retrieved, corresponding to the queries and relative to the four dimensions that compose 
the study, in some cases regarding its professional content or non-professional content. Figure 
11 specifies what type of data will be collected from each platform.  

Figure 11 - Diagram specifying the data sets that will be extracted per month and per country from 
three social media platforms, regarding each dimension, with filtering by professional or non-

professional content. 

These extractions will form the basis for the sample on which further analysis will 
operate. We should note that each platform (and the corresponding API) has its own 
architecture, affordances and data collection and availability. Therefore, the data collected is 
not exactly the same in different platforms. However, because the queries and the time frame 
are the same, the research framework is designed precisely to allow some degree of 
comparison between different platforms, different actors and different countries for the same 
object (for example: content about Europe by professional media or non-professional users in 
two different countries. 
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These extractions will be made in CSV format (or similar) to a shared drive available to 
all the partners. The goal is to provide partners in this project with a sample of social media 
posts regarding the dimensions in study that are similar in each country, corresponding to the 
same query, extracted in the same time frame and filtered by the same professional or non-
professional content. This will comprise the raw data from which a significant sample of social 
media posts will be analysed and categorized. 

 

3.4 Step 4: Rank and analyse posts 

After the queries are created, the filters are established and the tools are prepared, the dataset 
extractions may begin. As stated previously, this data will be extracted from the social media 
platforms (according to the corresponding query, in each country and filtered by 
professional/non-professional content) in CSV or similar format. In the extraction process, the 
data sets will be downloaded with posts for each month already ranked by interactions 
(Facebook), reach (Twitter) and relevance (YouTube). 

According to Facebook, the “interactions” metric corresponds to the sum of all reactions 
to a post (Like, Love, Care, Haha, Wow, Sad and Angry), all comments on that post and all 
shares made of it. Interactions is both the overall most important metric in Facebook, also 
driving the ranking algorithm and therefore the popularity of posts and pages, and the default 
metric of the tool we are using to extract data from Facebook (Crowdtangle). In this way, our 
extraction will rank those pieces of content that, for a given query, gathered the most 
interactions (as a proxy for attention) in a given time frame. 
In the case of Twitter, reach is the most recent metric used to track the popularity of content 
items. According to Twitter, reach corresponds to the number of people estimated to have seen 
a given post. This calculation takes into account metrics such as followers, engagement, page 
ranks and estimated views of a given piece of content. Likewise, this means that the data 
extracted will be ranked by those publications that, estimatedly, were viewed by the most 
users. 

Finally, in the case of YouTube, the metric of reference is relevante. Extractions to 
perform using the YouTube Data Tools will display the videos that the platform algorithm 
considers the most relevant towards a given search query. This means that our results will be 
approximate to those that a regular user would obtain when performing the same query on 
YouTube. 

 

A synchronic analysis of social media posts 

The goal of this framework is to make way for a synchronic view of the platformization of news 
in the 10 countries involved in the project. That means the objective is not the evolution of the 
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phenomenon but its current status in a given time frame in the 10 countries. Therefore, the 
framework is prepared to extract the same data (that is, corresponding to similar queries) in 
the 10 countries in exactly the same period.  

We foresee three extractions, comprising a month each, to each of the four dimensions, 
10 countries and two types of users (professional/non professional). In total (see Figure 12), 
this will mean six datasets, per extraction and per country, corresponding to a total of up to 
240 month posts for analysis. The total for the three months will be up to 720 posts for analysis 
for each country, up to 7.220 for the 10 countries (8.640 if we consider 12 languages). 

 

Figure 12 - Diagram with the total number of extractions and 
posts for analysis for each month in each country. 

The option for a monthly extraction has to do with the presumed rhythm of information 
circulation on social media. A monthly timeframe analysis will capture the most important 
actors or posts in that month, whereas the extended analysis over a períod of three month will 
provide a more complete synchronic view of the state of the platformization of news in those 
10 countries, which is the aim of this framework. 

As stated before, the aim is to observe the reality of news on social media from a 
synchronic rather than diachronic perspective. However, the analysis of just one week or of 3 
or 4 subsequent weeks in a month would again, presumably, generate a disproportionate 
weight of the actors and posts that are viral in one given period, thus not offering a fair 
synchronic view on the platformization of news. To curtail that problem we will perform a 
monthly extraction in three consecutive months, from September 2021 to November 2021 - 
with a distinct dataset for each month, in each country and in each dimension. With this 
approach we will cover the continued relevance span of three months. 

The total number of the posts that will be the object of further analysis in the 
implementation of the framework (see parte 3), are what constitutes our sample. Inasmuch as 
this sample includes a selection of posts/publications most relevant in four dimensions, three 
social media platforms and both professional and non-professional content, we believe it will 
be able to paint a significant picture of the state of the platformization of news in each country. 
On the other hand, inasmuch as the framework is the same and is similarly implemented in the 
ten countries, it will be possible to establish significant comparisons between countries, either 
in reference to dimensions, platforms and/or professional or non.professional users. 
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Because the framework uses, for each dimension, similar queries, both for different 
countries and for different platforms, as well as for professional or non-professional content, 
all the variables will be comparable. Results will of course be able to compare different 
countries in all or each of the four dimensions, as well as only on professional or non-
professional content or, alternatively only on one of the three social media platforms. Likewise 
it will also be possible to compare professional to non-professional content as well as 
Facebook to Twitter or to YouTube as well as Europe to Health or Economy or Environment 
(see Figure 13). 

 

Figure 13 - Diagram showing the possible comparisons between countries, dimensions, platforms and 
users within the Eumeplat framework for studying the platformization of news. 

 

4 The platformization of news in 10 
countries: implementing the 
framework 

The framework described above was designed to study the platformization of news in the 10 
countries involved in the EUMEPLAT project in the context of Europe and europeanization. 
The goal is to collect a significative sample of social media posts, on three of the most relevant 
social media platforms, and compare the results in different countries, by professional or non-
professional news producers and in four different dimensions: Europe; Health when related to 
Europe; Economy when related to Europe; and Environment, when related to Europe. 

This section will describe the way this framework will be implemented in the 10 
countries. What are the procedures that will take place and how the resulting data will be 
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processed and analysed. The projected deliverable is a report on the platformization of news 
in the 10 countries. That report will be produced by the Iscte-IUL team with the contribution of 
all the partners in the consortium. The step by step of framework implementation is represented 
on Figure 14. 

 

Figure 14: Step by step of framework implementation in the 10 countries. 

 

4.1 Data collection 

As detailed in the previous section, data collection will take place between September and 
November 2021. This will generate, for each country a total of 18 datasets. All datasets will 
have (as much as possible) similar structures and comparable data, both for dimension, 
country, platform and professional or non-professional content. The subsequent section 
describes how that data will be presented to the partners as well as what to do with it, in order 
to generate the final report about platformization in 10 countries that is the expected deliverable 
of WP2, task 2.2. 

 

4.2 Dataset preparation 

The team at Iscte-IUL will supervise and operationalize the extraction of data according to this 
framework. We will use the tools mentioned above and - through the authorized API’s - extract 
the data for analysis. That data will then be uploaded for a shared server, accessible by all 
partners and organized in a tree-like structure: 1) country; 2) months; 3) dimensions; and 4) 
datasets.  

Each dataset will have two different tabs: Raw Data and Top30. The Raw Data tab 
(see Figure 15) will exhibit the complete dataset as extracted from the corresponding social 
media platform, using the corresponding extraction tool. This dataset will have no edition other 
than the blocking of the first line and  column. That means that each partner may work with 
these tabs, reordering the data by any of the criteria in the first line to observe different 
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perspectives on the data. This should be particularly relevant when considering the different 
metrics each extraction includes (again, those afforded by the API each tool uses). Each 
partner may also create news tabs to eventually perform more complex operations on the data 
for each dataset. 

 

Figure 15 - Screenshot showing part of the complete data for each dataset extraction. There will be a 
dataset for each country/month/dimension/platform/user type. 

The Top 30 tab (see Figure 16) will comprise the 30 most relevant posts each month, 
ranked by the metric used for each platform (interactions in the case of Facebook; reach in 
Twitter and relevance in YouTube). It is on this tab that the first level of analysis and 
categorization, by partner in each country, will take place. This tab will detail the contents of 
each column and will display columns for the categorization of posts, according to a codebook 
that we detail in the next section.  

At first, this Top 30 tab will display the 30 most important posts in each month. However, 
only up to 10 should be coded according to the codebook. The excess is purposeful and it has 
the goal of compensating for the eventual off-topic posts. When extracting posts or publications 
from social media using keywords it’s possible that some of those posts will be off-topic. That 
will be the first goal of the codebook: to discard the posts that are off-topic. If less than 10 posts 
are considered on-topic, then news posts will be added, from the raw data, to complete the 
amount of up to 10 on-topic posts to categorize. This means that on-topic categorizable posts 
should be no less than 10 for each dataset. 
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Figure 16 - Screenshot showing part of the Top 30 for each dataset extraction. Of these top 30 posts, 
10 will be categorized according to the codebook. 

4.3 Analyze and Classify 

The goal of this framework is to analyse the platformization of news in the 10 countries 
that compose the EUMEPLAT consortium. In that regard, the framework will generate a sample 
of social media posts, both by professional and non-professional users of different social media 
platforms, about issues related to four different dimensions connected to Europe. That sample 
of posts is the corpus that will be analysed and categorized in each country and - by extension 
- in all 10 countries. 

In detail, we will have datasets about Europe, Health, Economy and Environment (the 
last three as related to Europe), on three different social media platforms. On Facebook we 
will analyse and categorize: a) Professional news content on Facebook pages; b) Non-
professional content on Facebook pages; c) Non-professional content on Facebook public 
groups. On Twitter we will analyse and categorize: a) Professional news content; and b) Non-
professional content. And, on YouTube, we will analyze and categorize: a) Non-professional 
content. 

The first step of analysis is to discard posts that are off-topic, as mentioned above. This 
means that all posts that will be finally considered for categorization are valid on-topic posts. 
The second step is to characterize all those posts according to a codebook that is currently 
being developed.  

This approach means that we will be combining quantitative with qualitative methods. 
We are using quantitative criteria to extract the posts that compose our raw data and to select 
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those that will integrate our sample. Then, the categorization of the posts that compose that 
sample will be qualitative, according to a defined codebook. 

The analysis enabled by that codebook starts with the content of each post but extends 
to several data points available as metadata to each post. This codebook will include 
categorias such as: 

 
a) The format of the post: text, link, image, video, etc…; 

b) The agent who posted it: institution, politician, TV host, anonymous citizen, influencer, 
etc…; 

c) The subject matter:  Institution, politician, TV host, anonymous citizen, influencer, 
etc…; 

d) The Dimensions of Europeanization: cultural, economic, legal, etc…; 

e) The sentiment towards Europe: negative, positive or neutral. 
 

Same as similar queries will permit the comparison between results in different 
countries, the use of a similar codebook on all datasets is the methodological aspect that will 
allow comparison between the qualitative analysis of the sample of post in each country.  

 

4.4 Report 

For the report about the platformization of news in 10 countries - the deliverable expected for 
WP2, task 2.2 - each country will have freedom to explore the data, however within the limits 
imposed by data sample (determined by the queries and tools used and similar in all countries) 
and by the codebook (also similar in all countries). 

Each country will be asked to produce a partial micro-report on their country of 5 to 10 
pages, including possible tables, charts and images. The final report will include a supra-
national analysis and methodology (redacted by the Iscte-IUL team,) with 10 to 20 pages (also 
including  tables, charts and images), as well as the compilation of those national analyses.  

The codebook is expected to be influential in what will compose the national and 
international reports, but the analysis in each country should address relevant questions such 
as these: 

● Which of the 4 dimensions is more relevant in your country? 
● What are the most frequent issues related to each dimension? 
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● What dimensions of Europe/Europeanization are most frequent? 
● Who are the most prevalent agents in the discussion of these dimensions in your 

country?  
● Professional or non-professional? In this case, what kind of agents? 
● Which is the subject matter of the publications? 
● What is the most used or popular format of the messages (video, image, audio, text…)? 

 
With the results from these national as supra-national reports, we will be able to trace 

a picture of the state of the platformization of news in the 10 countries, as much as Europe is 
concerned. Plus, data will be able to be used to perform different types of analysis, combining 
correlations between different data points, able to respond to diverse research questions. 

 

5 Data Management Plan – concerning 
WP2 – Fake News: Platformization of 
Journalism  

The framework designed to study the platformization of news in 10 countries (WP2, 
task 2.1) and its implementation (WP2, task 2.2) will deal with data to a significant degree. 
Therefore, a Data Management Plan must be taken into consideration, both at the level of the 
collection of data as well as its subsequent storage and treatment. This section describes that 
Data Management Plan. 

5.1 Description of the data 

In the context of this framework for the study of the platformization of news in 10 
countries, different types of data will be collected, from different sources (social media 
platforms) and using different extraction tools. Also, the data will be hosted in shared servers 
and will undergo some treatment, both by the extraction team and by the coding teams in each 
country.  

5.1.1 Type of study 

The main objectives of WP2 are related to the “transformations in journalism and news 
production”, and “concerns about undue political interference and fake news”. By means of a 
synoptic analysis of professional and user-generated news contents, expected to provide us  
with a better understanding of potentialities, limits and reliability of the process conducive to 
the platformization of journalism in Europe. To that end, we will survey both professional and 
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non-professional news production on social media. The survey will be conducted in the ten 
countries represented in EUMEPLAT network. 

WP2 will be based on a synchronic investigation of contemporary information systems. 
One of the main changes affecting the media ecosystem has to do with recent evolution in 
news production and consumption, usually referred to as the  “platformization of news”. With 
this respect, platformization of news triggered a real revolution, leading to both positive and 
negative externalities – on the one hand, civic participation and the widening of the 
communication arena; on the other hand, the spread of fake news and the so-called 
polarization effect. 

WP2 will analyse the evolution of news production, circulation and distribution in digital 
environments, and in the ten countries represented in the consortium. 

One of the WP main results will be an analysis of anti-European misinformation on social media 
platforms (Facebook, Twitter, YouTube) and provide data-driven policy recommendations and 
countermeasures.  

5.1.2 Type, nature and consistency of data 

The WP will collect data from public entities such as Facebook pages/groups, public 
Twitter accounts and YouTube public channels. To achieve that goal, the three major social 
media platforms – Facebook, Twitter and Youtube – will be involved for collecting the personal 
data necessary for this Work Package. As indicated in the previous paragraphs, as far as 
perosnal data may be collected and processed,  such data will be managed according to the 
GDPR. All data are collected from public domains and accounts. Only personal information 
that users of social media platforms choose to make publicly available may be collected. 

Regarding the categories of personal data processed. We specify the following: 

No sensitive data will be collected insofar as that type of data is not included in the public data 
provided by the APIs. 

No genetic data are or will be collected for the research. 

No biometric data are or will be collected for the research. 

No data concerning health are or will be collected for the research. 

No children are or will be directly involved in the research. For instance, we precise that the 
tool CrowdTangle has mechanisms in place not to collect or store information from children 
under the age of 13. It also has mechanisms for detecting and erasing information that may be 
inadvertently collected from children under 18 years of age. In case children are indirectly 
involved, the sources of data being Social Media platforms, the EUMEPLAT researchers will 
not use contents produced or uploaded by children before the so called “digital age of consent” 
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[GDPR art. 8], which is the minimum age a person must be for social media companies to 
collect their data. According to the same article, Member States are allowed to lower the age 
limit to 13 years, which is the case in Czech Republic, Spain, and Sweden. Therefore, the 
research could involve public posts of children between 13 up to 18 years old: withint Task 2.1 
their posts will be stored in a secure database in the restricted area of the EUMEPLAT website, 
located in Italian servers and accessible only by researchers provided with a specific username 
and password. 

The format of the data will be tables (CSV). 

 

5.2 Data collection and generation 

The research is directed at the production, distribution and consumption of news and 
related content in 10 countries individuated by the Consortium. Collection of data by he means 
indicated below will be carried out during a limited period of time, by ISCTE-IUL. The collection 
phase will last three months. The collection will occur via the public and authorized APIs 
(Application Programming Interfaces) made available by the platforms, as detailed below. No 
data will be scraped outside those authorized APIs. Connection to those APIs will be made 
through specific and reliable tools: all data from Facebook will be collected through 
CrowdTangle; all data from Twitter will be collected using Brandwatch; and all data from 
YouTube will be collected with YouTube Data Tools.  

Since the collected data will not directly obtained from the data subjects/social media 
platforms users, the most appropriate way to provide information according to Art. 14 GDPR 
will be defined. At this stage, providing a dedicated privacy policy on the project's website 
seems the most adequate option. In addition, according to Art. 26, par. 2, GDPR, the joint 
controllership agreement will be made available to the data subjects, through the project's 
website. Sharing this information will be important also for compliance with the privacy by 
desing principle, as set out in Art. 25 GDPR. 

5.2.1 Facebook 

The entire data collection process on Facebook is performed exclusively through 
CrowdTangle, a public insights tool owned by Facebook that operates via the available public 
Graph API9. CrowdTangle uses only publicly available data and exclusively tracks public 
content. Data is downloaded from Facebook pages/groups that are public entities. We abide 

 

9 https://developers.facebook.com/docs/graph-api/ and https://developers.facebook.com/docs/graph-
api/reference/v2.10/comment 
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by the terms, conditions, and privacy policies of Facebook. We have no access to information 
about the users who reacted/commented to Facebook content on public pages/groups. For 
each public post, we have the numeric ID and the name associated to the publishing account, 
the message contained within the post, the date and time in which the post was initially 
published, the type of post (link, photo, video etc.), the link attached to the post, the post ID, 
the “story” description associated to the post, the aggregated number of reactions, comments 
and shares, and the numeric ID associated to the page in which the post is published. 
Moreover, users’ reactions include the number of reactions each post got (“angry”, “hah”, “like”, 
“sad”, “wow”). We abide by the terms, conditions, and privacy policies of Facebook 

5.2.2 Twitter 

Within Task 2.2, the entire data collection process on Twitter is performed using a 
Brandwatch account (owned and operated by Iscte-Iul). Brandwatch10 is a commercial 
information retrieving company that operates exclusively within the framework of the Twitter 
API11, which is publicly available. With respect to Brandwatch Master Subscriptions 
Agreement, and namely to Article 5.3, we will own intellectual rights on retrieved information, 
while no commercial use of those data is allowed [article 3.2]. We use only publicly  available  
data.  Users  with  privacy  restrictions  are  not  included  in  our dataset. Data is downloaded 
from Twitter accounts that are public entities. 

Data will include public tweets made on the timelines of public users that correspond 
to a search query, as well as the number of retweets, replies and mentions corresponding to 
those tweets. No personal data from the users will be downloaded other than that which is 
publicly available through the API. We abide by the terms, conditions, and privacy policies of 
Twitter. 

5.2.3 YouTube 

The entire data collection process on YouTube is performed using the YouTube Data 
Tools developed by DMI (Digital Methods Initiative) at the University of Amsterdam, which are 
publicly available and operate exclusively by means of the YouTube Data V3 API12, which is 
also publicly available. We used only publicly available data. Users with privacy restrictions 
are not included in our dataset. Data is downloaded from YouTube channels that are public 
entities. We abide by the terms, conditions, and privacy policies of YouTube. 

 

10 https://www.brandwatch.com/blog/brandwatch-and-the-gdpr-what-you-need-to-know/ 

11 https://developer.twitter.com/en/docs/api-reference-index 

12 https://developers.google.com/youtube/v3/getting-started  
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Data will include all data relative to the published public videos made on public channels 
corresponding to a search query, as well as the number of views, likes, dislikes, favorites and 
comments corresponding to those videos. This would include the timestamp of the video, it’s 
title and caption and tags. No personal data from the users will be downloaded other than that 
which is publicly available through the API. 

5.3 Data Processing 

5.3.1 Extraction 

Data will be extracted using the tools referred above, through the publicly available 
APIs and respecting the terms, conditions, and privacy policies of each online platform. 

After the clearance provided by the Ethical Committee, data collecting will  start,  for  a  
three-month  period.  Data  will  be  collected  in  the  ten  countries represented in the 
Consortium, and namely: Italy [Italian], Germany [German], Greece [Greek], Belgium [French 
and German], Portugal [Portuguese], Sweden [Swedish], Turkey [Turkish], Spain [Spanish and 
Catalan], Czech Republic [Czech], Bulgaria [Bulgarian]. With the exception of UNIMED, each 
partner will receive data and analyze them, with Bilkent University of Ankara putting the case 
of data transfer outside the European Union. 

Since we are extracting data only from Facebook pages/groups that are public entities, 
Twitter accounts  that  are  public  entities  and  YouTube  public  videos  made  on  public  
channels,  it  is reasonable to think that all data will come from institutions, organizations or 
people that made it public. We will not collect comments or any other form of personal inputs 
into pages or groups (posts in groups are not identifiable). Beyond the public nature of the 
content itself, what is more relevant, both social media terms of use and Art.89 GDPR allow 
the use of data for scientific research purposes. No indirect or commercial reuse of those data 
is allowed. 

5.3.2 Analysis 

The data analysis techniques which will be adopted include: content analysis, 
frequency analysis, and audience engagement analysis. The results of the analysis will be 
presented in aggregation and no personal information will be disclosed. 



 

38 

 

5.4 Managing and storing data 

5.4.1 Data storage and transfer 

Data and results will be stored in the restricted area of the project website and made 
available solely to the authorized partner researchers. All data will be stored in servers located 
in Italy. 

Data destination is EU27 plus Turkey. As a consequence, access to data base may 
imply a transfer of personal data outside the European Economic Area (EEA), with the 
application of artt. 45 and ss. GDPR. As a consequence, access to Bilkent University will be 
authorized upon identification of appropriate safeguards according to artt, 46 and ss. GDPR. 
At this stage, subscription of Standard Contractual Clauses seems the most appropriate 
choice.   

Access to data on the storage drive is subject to authentication using username and 
password. Strong authentication creditials are required according to Art. 32 GDPR. Only 
researchers involved in the project and duly appointed according to art. 29 GDPR will have 
access to the data thanks to a separated and restricted area, accessible only upon 
authentication. Data will be stored on secure servers (as indicated) and only institutional 
computers and acoounts will be used for the Project. 

Therefore, to ensure appropriate protection to the personal data collected, there will not 
be authorized any storage on personal laptop computers. The best practice for secure storage 
of data will be respected, such as the recourse to encryption. 

In order to comply with both GDPR rules and Open Science principles, data will not be 
publicly shared, while they will be available for researchers upon request. The Steering 
Committee will be in charge for the evaluation of the access request, for reasons including: 
data checking for peer-review evaluation of research outputs; data comparison for similar 
research activities in the field of media studies and European studies. 

5.4.2 Data management and storage facilities 

Data destination is EU27 plus Turkey. Data will be stored in a shared cloud drive 
available to the partners and created specifically for this purpose. 

Access to data on the storage drive is subject to authentication using username and 
password. Only researchers involved in the project will have access to the data. This cloud 
drive will be administered by Iscte-IUL team following the best practices and standards 
available.   
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5.4.3 Data preservation strategy and standards 

In compliance with the GDPR EU 679/2016 law, data will be shared only among the 
participants to the project; they are therefore closed access.  

5.4.4 Main risks to data security 

No significant risk is expected. Backup copies of data will be done according to the best 
security procedures and practices. 

5.5 Responsibilities 

Data collection, processing, management and storage are carried out by Iscte-Iul. Data 
is collected, processed and managed under the responsibility of the project principal 
investigator Dr. Cláudia Álvares. 
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ANNEXES 
 

Annex 1 - Examples of keywords exploration and query construction. 

Example - Search for initial keywords related with Covid in the last 12 months: 

 

Example - Query on Health issues, as related to Europe, in portuguese: 

( "acidente vascular cerebral" OR 

 "administração regional de saúde" OR 

 "agência europeia do medicamento" OR 

 "certificado digital" OR 

 "cuidados intensivos" OR 

 "direção geral da saúde" OR 

 "direção geral de saúde" OR 
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 "direção-geral da saúde" OR 

 "direção-geral de saúde" OR 

 "doentes de risco" OR 

 "estado de calamidade" OR 

 "estado de emergência" OR 

 "estirpe indiana" OR 

 "isolamento profilático" OR 

 "população de risco" OR 

 "teste rápido" OR 

 "testes rápidos" OR 

 "tratamento médico" OR 

 #coronavirus OR 

 #coronavírus OR 

 #covid19 OR 

 #DGS OR 

 #estamoson OR 

 #fiqueemcasa OR 

 #pandemia OR 

 #saude OR 

 #saúde OR 

 #sejaumagentedesaúdepública OR 

 #SNS OR 

 #umconselhodaDGS OR 

 #VacinaçãoCovid19 OR 

 ambulância OR 

 ambulatório OR 

 ansiedade OR 
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 anticorpos OR 

 ARS OR 

 astrazeneca OR 

 casos OR 

 clínica OR 

 clínicas OR 

 clínico OR 

 clínicos OR 

 co-morbilidades OR 

 confinamento OR 

 confinamento OR 

 coronavirus OR 

 coronavírus OR 

 covid OR 

 covid-19 OR 

 covid19 OR 

 desconfinamento OR 

 DGS OR 

 doença OR 

 doenças OR 

 doente OR 

 doentes OR 

 enfermaria OR 

 enfermeira OR 

 enfermeiras OR 

 enfermeiro OR 

 enfermeiros OR 
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 epidemia OR 

 epidémica OR 

 epidémico OR 

 EstamosOn OR 

 farmacêutica OR 

 farmacêutico OR 

 farmácia OR 

 farmácias OR 

 hospitais OR 

 hospital OR 

 hospitalar OR 

 imunidade OR 

 imunização OR 

 incidência OR 

 infetada OR 

 infetadas OR 

 infetado OR 

 infetados OR 

 inoculação OR 

 máscara OR 

 máscaras OR 

 médica OR 

 medicamento OR 

 medicamento OR 

 médicas OR 

 medicina OR 

 medicina OR 
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 medicinal OR 

 médico OR 

 médicos OR 

 MySNS OR 

 OMS OR 

 paciente OR 

 pacientes OR 

 pandemia OR 

 pandémica OR 

 pânico OR 

 Pfizer OR 

 quarentena OR 

 saudáveis OR 

 saudável OR 

 saúde OR 

 SNS OR 

 terapêutica OR 

 terapia OR 

 trombose OR 

 vacina OR 

 vacinada OR 

 vacinadas OR 

 vacinado OR 

 vacinados OR 

 virologia OR 

 virologista OR 

 vírus ) 
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AND   

( europa OR 

 europeu OR 

 europeia OR 

 europeus OR 

 europeias OR 

 UE ) 

 

 

“AND” and “OR” operators 

The OR operator broadens the ensemble of media objects we can collect (posts, tweets, etc) 
whereas AND limits the ensemble of media objects we can collect. The OR operator should 
be used to gather social media objects that span across the overall range of an issue (e.g. 
Health); the AND operator, on the other hand, should be used when we want to focus on a 
specific issue (e.g. vaccines AND europe). 

 

 Pros Cons 

OR  
operator 

> Broaden the spectrum of issues (or issues 
within an issue) gathered 
> Results closer to “what people are talking 
about” (“get the pulse” on social media) 
> Easier detection of relevant and (sometimes) 
not obvious influencing actors 
> Less influence from subjectivity (in 
determining keywords, filters and inclusion 
criteria)  

> Too broad spectrum of issues (or issues 
within an issue) 
> Results may me more distanced from 
theoretical categories (making it difficult to 
interpret theoretically) 
> Possibility of very prominent media objects 
or social media actors “dwarfing” smaller 
niche but relevant posts or actors 
> Greater presence of “off-topic” content 

AND 
operator 

> Filter the results to a specific issue (more “to-
the-point” content) 
> Less “noise” (false positives regarding the 
issue we want to adress)  
> Less (or null) “off-topic” content 
> More suitable to identify relevant actors 
regarding a specific issue 
> Easier to connect to theoretical concepts 

> Construct an image of social media 
discourse that is more distant from social 
media “actual” discourse about an issue 
> Not having the actual “pulse” on the issue 
> With our current software for extraction of 
data from Facebook (Crowdtangle), AND 
operator does not allow a monthly ranking of 
pages/groups with most posts/most 
interactions on the issue. 
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Annex 2 - WP2 tasks 2.1 and 2.2 

 
 

Task 

 
Framework and 

general 
question 

 

 
Specific research 

question 
 

 
Research  

tasks 

 
Possible indicators 

[a proposal] 

 
Measurable 

results 
according to 
the proposal 

2.1 A methodological 
framework for 
analyzing the 
platformization of 
news 

 [M 1-6] 
 
Leader: ISCTE 
 

[Methodology] [Methodology] [Setup methodological 
instruments; 
Test methodological 
instruments] 
 

[Setup of a 
methodological protocol] 
 

[Deliverable 2.1 
Report: 
Framework and 
Methodological 
Protocol]  
 

2.2 Platformization of 
news in ten countries 
[M 6-16] 

 
Leader: ISCTE 

 

Which are the  
most relevant 
issues in 
European 
media, and how 
are citizens 
debating about 
them? 

Which debate is 
taking shape at the 
intersection of 
bottom-up 
[professional] and 
top-down [user-
generated] 
communication in 
social media 
platforms, in the 
ten countries? 
 

Analysis of social 
media posts from 
relevant media and 
citizens in the ten 
countries [each partner 
in its own country, at 
least] 
 
 

Analysis of professional 
social media posts 
related to the selected 
issues, in each country; 
 
Analysis of amateur 
social media posts 
related to the selected 
issues, in each country; 
 
 

At least 500  
selected cases  
of news 
 Production 
 analyzed 
[Deliverable 2.2 
 Report: Citizen 
 Journalism in  
Ten Countries 
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